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Previous APL Research at CLEF

CLEF 2000
Initial exploration of MT & parallel texts for translation
Comparing n-grams (n=6) and words for retrieval

CLEF 2001
Comparing translation resources
Score normalization for multilingual merging
Examining pre-translation query expansion

CLEF 2002
Exploration of no-translation retrieval (n-gram cognates)
Translation of document representations (vs. query 
translation)
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CLEF 2003 Motivation

Many questions about tokenization remain 
un/under-addressed

Importance of diacritical marks
Variability in performance due to n-gram length
Variations across languages
Relative efficacy of n-grams and stemmed words
Performance implications of n-grams
Hybrid methods

Tokenization affects Translation
We examined a new method for query translation
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General Approach

Used the HAIRCUT system
Java based system described in CLEF 2001 report

Statistical Language Model
Requires one smoothing parameter 
Differs in method for probability estimation

Blind Relevance Feedback (optionally)
Query translation (for bilingual runs)

Used CLEF source language collections for pre-
translation query expansion to 60 terms
Translating a set of ~60 terms vs. original query seems 
to be highly effective

Uniform processing for each language
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Statistical Language Models

HAIRCUT uses a linguistically-motivated probabilistic model to 
estimate the probability that a document is relevant given a query

Ponte and Croft, (SIGIR-98)
Miller, Leek, and Schwartz, (SIGIR-99)
Hiemstra and de Vries, (CTIT Tech. Report, May 2000)
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Bayes law

assume constant priors

Naïve Bayes assumption

introduce λ

define α=P(λ)

if q ind. of D given λ

because lambdas are ugly

relative document term frequency
mean relative document term frequency

Good value for alpha: 0.5
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Removal of Diacritical Marks
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Removal of diacritics helps in Romance languages and hurts performance 
in Finnish, when words are used
Little difference is observed with 4-grams
Tomlinson reported similar results on the CLEF 2002 data set using stems

CLEF 2002 data
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Words vs. N-grams

Effect of Differing Tokenization
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CLEF 2002 data

For additional detail, see McNamee and Mayfield, ‘Character N-gram Tokenization 
for European Language Text Retrieval’, to appear in Information Retrieval.
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N-grams, Stems, and Psuedo-stems

Comparison with Least Common N-grams (no RF)
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LCN4 (juggler) = ‘jugg’
For additional detail, see Mayfield and McNamee, ‘Single N-gram 
Stemming’, SIGIR-03.
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CLEF-2003 Monolingual Approach

Base runs: words, stems, 4-grams, and 5-grams
Based on ’02 training, stems always better than words

Submitted two runs per language
Runs combined using normalized scores
aplmoxxa: 4-grams + stems 
aplmoxxb: 5-grams + stems

Only title and desc fields used
Due to a mistake in scripts, blind relevance 
feedback was omitted in official submissions

Correction and post hoc evaluation reveals general 
improvement with feedback
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CLEF 2003 Base Runs

0.3698
0.2550*
0.4594
0.5053
0.4780
0.4357
0.5277
0.4679
0.4604
stems

0.4163
0.3276
0.4974
0.4313
0.5244
0.5396
0.5011
0.4692
0.5056

4-grams

0.4137
0.3271
0.4618
0.4568
0.4895
0.5498
0.4695
0.4610
0.4869

5-grams

0.3189
0.2550
0.4615
0.4856
0.4590
0.3355
0.4773
0.4988
0.4175
words

28RU

# topics

53SV

56NL
51IT
52FR
45FI
57ES
54EN
56DE

Single best monolingual technique: 4-grams
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Official Monolingual Submissions

0.4163

0.3276

0.4974

0.5053

0.5244

0.5468

0.5277

0.4988

0.5056

Best 
Base

SV

RU

NL

IT

FR

FI

ES

EN

DE

4+s

4+s RF

4+s RF

s RF

4+s RF

5+s RF

4+s RF

5+s

4+s RF

Best 
Method

1.96%0.50400.4943--aplmoena
-1.03%0.50740.5127--aplmoenb

3.54%0.47840.4620217aplmoita
5.02%0.49820.4744228aplmoitb
5.63%0.50880.4817423aplmonla
2.86%0.48410.4709402aplmonlb

10.00%0.37280.3289172aplmorua
10.00%0.36100.3282164aplmorub
-3.47%0.43580.4515367aplmosva
-4.18%0.43100.4498386aplmosvb

%changeCorrected 
(w/ RF)MAP# ≥

median#best

0.39%0.51680.5148379aplmofrb
3.58%0.54150.5228359aplmofra
3.49%0.56490.5459319aplmofib
1.03%0.55710.55143112aplmofia

13.82%0.51650.4538323aplmoesb
13.50%0.53110.4679323aplmoesa

4.46%0.50500.4834272aplmodeb
7.39%0.52100.4852312aplmodea
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Building a Translation Resource

Mined Official Journal of EU
Documents from http://europa.eu.int/
33.4GB of data obtained since 12/00 (300+ MB / language)
Text in 11 languages produced as PDF
Alignments possible between any pair

spider
ISO-8859-1 char_align

PDF
Documents pdftotext

haircut

ISO-8859-1
ISO-8859-1
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CLEF-2003 Bilingual Approach

Bilingual Task
Pre-translation expansion performed using source 
language subcollection; words extracted
Words tokenized and tokens translated (1-best)
Used only aligned corpus for direct translation
Formed hybrid runs by merging techniques

Tokenization & 
Translation

combattimenti militare
ribelli rivoluzionario
guerriglieri leone
diamanti sierra
diamantifero …

Ribellioni in Sierra Leone e i Diamanti

IT query

Words      N-grams
combates militares
ribeldes rivolucionario
guerriglieri leona
diamantes sierra
diamantes …

_comb, comba, ebate, …
_sier, sierra, erra_, erril, …
milit, itari, …
_diam, diama, …
…

ES docs

ES docs
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N-gram Translations

Just as words can be statistically translated using an 
aligned bitext, so can n-grams
Difficult to quantify accuracy of mappings
May mitigate problems in dictionary-based CLIR

word lemmatization
multiword expressions
out of vocabulary words, particularly names

_latt
_latt
latte

_milc
milch
ilch_

5-grams

latt
latt

milc
ilch

4-grams
lattmilchstem
lattemilchword

ItalianGerman

_melk
melk_

_lait
lait_

5-grams
melklait4-grams
melklaitstem
melklaitword
DutchFrench
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Token-specific translation

CLEF-2002 Bilingual Training
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Bilingual Submissions

No
Yes
No
Yes
No
Yes
No
Yes

RF

57
57
56
56
56
56
51
51

#topics % monoMAP# ≥
median

#besttokens

91.07%0.4261384w+s+4+5aplbiitesb
90.66%0.4242325w+s+4+5aplbiitesa
90.62%0.43653313w+s+4+5aplbifrnlb
83.97%0.40453315w+s+4+5aplbifrnla
70.69%0.34304216w+s+4+5aplbifideb
71.19%0.34543916w+s+4+5aplbifidea
97.03%0.46034512w+s+4+5aplbideitb
89.88%0.42643811w+s+4+5aplbideita

Source language queries were expanded to 60 words using the appropriate sub-
collection. Words were then optionally tokenized, and each token was translated 
directly to a corresponding token in the target language. Target language 
retrieval was then performed, and additional post translation relevance feedback 
was optionally applied. Finally the runs corresponding to the four term types 
were merged.
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Multilingual Retrieval

We applied the same general methods used on 
the bilingual task

English was used as the source language
Only 4-grams, words, and stems were used as base 
runs.
− We ran out of time building 5-gram translations for the 

eight languages
− Probably lowered our performance

A hybrid run was constructed for each target 
language
These four (eight) runs were then merged by re-
normalized scores.
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“A Basic Novice Solution”

Image of newspaper article goes here

“Yes, N-grams work on any language, but as a 
search technique they work poorly on every 
language,” he said. “It’s a basic novice solution.”

-quote attributed to an IR researcher in the
New York Times on 31 July 2003
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Conclusions

When retrieval accuracy is of greatest import, n-
grams are recommended for monolingual tasks

Generally outperform plain words and Snowball-
produced stems
N=4 or N=5 both highly effective across CLEF languages

Bilingual retrieval with n-grams is also attractive
5-gram translation alone does very well
Avoids problems specific to word-based retrieval

Computational issues should be addressed
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