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Fusion in ad-hoc Retrieval

Many studies especially within
TREC show

 that the quality of the best
retrieval systems iIs similar

e that the overlap between the
results Is not very large

that fusion of the results of
several systemes can improve
the overall performance




Committee Machines In

Machine Learning

e Fusion in IR corresponds
to committee machines

e Opinions or results of
several experis.,are
combined




Fusion in ad-hoc Retrieval

e Several fusion approaches have
been developed

e How do we create one ranked
list out of several ranked lists?

— Different, but similar from fusion
problem im multilingual retrieval

e Fusion in meta search engines
Is different

— heterogeneous Sources
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results of TREC

* Relevance feedback is a very
. successful strategy



The MIMOR Model

Combines fusion and Relevance Feedback
e |Inear combination
« each individual system has a weight

« weights are adapted based on relevance
feedback
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" Calculation of RSV in MIMOR

eighted sum of single RSV
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-« The Learning Process
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~_ Learning in MIMOR
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Participation in CLEF 2002

e GIRT track

— monolingual
— German socilal science data

« MIMOR

— Fusion and optimization
Implemented in JAVA

— basic retrieval systems: irf from
NIST



Participation in CLEF 2002

« MIMOR

— LUCENE for linguistic pre-
processing

— three different results were
obtained by different parameter
settings In irf

— static optimization
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articipation in CLEF 2002

~ « Restlts
. —satisfying for a first try
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Outlook

4% We planto

~ 7 . integrate more retrieval

. 1 systems (suggestions or

| contributions welcome)
. % « invest more effort in the
optimization

* participate in the
multilingual track



