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Deconstructing CLEF

• What user process is modeled by the CLEF
evaluation paradigm?

• Answer: Interactive retrospective search
– User presents a previously unseen query

• Expectation over “random” queries

– System produces a ranked list

– User scans the list from the top until satisfied
• Expectation over potential stopping points



The User’s Perspective:
IR is Only Part of the Story

• “Pull” Information systems
– Search

– Browse

• “Push” information systems
– Filtering

– Advertising

• Other people
– Gatekeepers



Information Access Tasks

• Real-time alerting
– Example metric: Error rate

• Precision-biased retrospective search
– Example metric: Mean precision at 10 documents

• Recall-biased retrospective search
– Example metric: Mean R-precision

• Known-item retrieval
– Example metric: Mean inverse rank

• Exploration
– Example metric: Aspectual recall



Some Fundamental Principles of
Interactive IR System Design

• Machines are fast, but stupid
– Partition the task so that operations requiring

speed are assigned to the machine

• Humans are smart, but slow
– Design the user interface to optimize the users

performance at tasks that are beyond the
capability of the machine



Supporting the Search Process
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Transparent Query Translation





Selection and Examination



User Study Results

• Important: Strong support for interactive
relevance judgments can make up for less
accurate nominations
– [Hersh et al., 2000]

• Practical: Interactive relevance judgments
based on imperfect translations can beat fully
automatic nominations alone
– [Oard and Resnik, 1997]
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Is Off-the-Shelf MT Enough?

• Speed: An order of magnitude too slow
– Goal: translate a screen in 100 ms

• Accuracy: Disfluencies cause slow recognition
– Possible solution: display alternative word choices

• Cost: Developing language pairs is expensive
– Compromise: Balance accuracy and cost



State-of-the-Art Machine Translation



Proposal: Interactive CLEF

• Collection
– Single original document language

• Users get translations in their preferred language

– Everyone uses ranked lists from two systems
• Best of CLEF 2000 and a below-median system

• Metric
– Aspectual recall in a fixed time

• Requires additional assessment effort



Conclusion

• Automatic techniques will eventually reach a
diminishing return on investment

• An interactive track at CLEF can add insight
– How sensitive are users to weak automatic search?

– How should the selection and examination
interfaces be designed?



For Further Information

• June 2000 Interactive CLIR workshop
http://www.clis.umd.edu/conferences/hcil00/

• Interactive CLIR demo
http://tides.umiacs.umd.edu

• Cross-language IR resources
http://www.clis.umd.edu/dlrg/clir/



And now for something
completely different…

Cross-language Speech Retrieval



Topic Detection and Tracking:
Cross-Language Speech Retrieval

2265
manually

segmented
stories

3371
manually segmented

stories

Development
Collection: TDT-2

Evaluation
Collection: TDT-3

Mar 98

Oct 98 Dec 98

17 topics,
variable number

of exemplars

Jun 98Jan 98

Exhaustive relevance assessment based on event overlap

English text
topic exemplars:
Associated Press
New York Times

Mandarin audio
broadcast news:
Voice of America

56 topics,
variable number

of exemplars



Hopkins MEI Workshop Results
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