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Abstract 

This paper describes the participation of MIRACLE-GSI research consortium at the ImageCLEF 
2009 Photo Retrieval Task. For this campaign, the main purpose of our experiments was to 
compare the performance of a “standard” clustering algorithm, based on the k-Medoids algorithm, 
against a more simple classification technique that makes use of the cluster assignment that was 
provided for a subset of topics by the task organizers. First a common baseline algorithm was used 
in all experiments to process the document collection: text extraction, tokenization, conversion to 
lowercase, filtering, stemming and finally, indexing and retrieval. Then this baseline algorithm is 
combined with these two different result reranking techniques. As expected, results show that any 
reranking method outperforms a standard non-clustering image search baseline algorithm in terms 
of cluster recall. In addition, using the information of cluster assignments leads to the best results. 

 

Categories and Subject Descriptors 

H.3 [Information Storage and Retrieval]: H.3.1 Content Analysis and Indexing; H.3.2 Information Storage; 
H.3.3 Information Search and Retrieval; H.3.4 Systems and Software; H.3.7 Digital libraries. H.2 [Database 
Management]: H.2.5 Heterogeneous Databases; E.2 [Data Storage Representations]. 
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1. Introduction 

MIRACLE is a research consortium formed by research groups of three different universities in Madrid 
(Universidad Politécnica de Madrid, Universidad Autónoma de Madrid and Universidad Carlos III de Madrid) 
along with DAEDALUS, a small/medium size enterprise (SME) founded in 1998 as a spin-off of two of these 
groups and a leading company in the field of linguistic technologies in Spain. MIRACLE has taken part in CLEF 
since 2003 in many different tracks and tasks.  

The basic goal of the ImageCLEF 2009 Photo Retrieval task [1] was, similar to previous campaigns, given a 
multilingual statement describing a user specific information need, find as many relevant images as possible 
from a given multilingual document collections containing images and text. However, the task introduces a 
different approach to evaluation by studying image clustering. The idea is that the top results for the given topics 
must contain diverse items representing different subtopics within the results. This is because a search engine 
that retrieves a diverse, yet relevant set of images at the top of a ranked list is supposed to be more likely to 
satisfy its users.  

Participants are provided with a set of topics, which are run on their image search system to produce a ranking 
that in the top 20, holds as many relevant images that are representative of the different subtopics within the 
results. Evaluation is based on two measures: precision at 20 and instance recall at rank 20 (also called S-recall), 
which calculates the percentage of different clusters represented in the top 20. This campaign a new data set 
containing half a million images was used. 



MIRACLE team decided to split into two subgroups, MIRACLE-GSI (Grupo de Sistemas Inteligentes – 
Intelligent System Group) in charge of purely textual runs and MIRACLE-FI (Facultad de Informática, 
Computer Science Faculty) in charge of visual and mixed runs. This paper reviews the participation of 
MIRACLE-GSI at ImageCLEFphoto 2009. The participation of the other subgroup is described in an 
accompanying paper.  

Our idea for this campaign was to continue the open line of research [2] [3] in clustering techniques applied to 
result reranking. The main purpose of our experiments was to compare the performance of a “standard” 
clustering algorithm, based on the k-Medoids algorithm [4], against a more simple classification technique that 
makes use of the cluster assignment that was provided for a subset of topics by the task organizers. All 
experiments were fully automatic, with no manual intervention, and are described in the following sections.  

2. Experiments 

Based on our experience in previous campaigns, we designed a flexible system in order to be able to execute a 
large number of runs that exhaustively many combinations of different techniques. Our system is composed of a 
set of small components that are easily combined in different configurations and executed sequentially to build 
the final result set. Specifically, our system is composed of five modules:  

• Linguistic processing module, which extract, parses and prepares the input text for subsequent 
modules, 

• Expander module, which expands documents and/or topics with additional related terms using textual 
and/or statistical methods, 

• Textual (text-based) retrieval module, which indexes image annotations in order to search and find 
the list of images that are most relevant to the text of the topic, 

• Result combination module, which uses OR/AND operators to combine, if necessary, two different 
result lists, 

• Clustering module, which reranks the result list to allow cluster diversity.  

Figure 1 shows an overview of the system architecture. 

 

Figure 1. Overview of the system. 



A common baseline algorithm was used in all experiments to process the collection, following these steps: 

1. Text Extraction: Ad-hoc scripts are run on the files that contain image annotations in XML format. 

2. Tokenization: This process extracts basic textual components. Some basic entities are also detected, 
such as numbers, initials, abbreviations, and years. So far, compounds, proper nouns, acronyms or other 
types of entity are not specifically considered. The outcomes of this process are only single words, years 
in numbers and tagged entities. 

3. Conversion to lowercase: All document terms are normalized by changing all letters to lowercase. 

4. Filtering: All words recognized as stopwords are filtered out. Stopwords in the target languages were 
initially obtained from the University of Neuchatel’s resources page [5] and afterwards extended using 
our own developed resources [2]. 

5. Stemming: This process is applied to each one of the words to be indexed or used for retrieval. Standard 
Porter stemmers [6] for each considered language have been used. 

6. Indexing and retrieval: Lucene [7] was used as the information retrieval engine for the whole textual 
indexing and retrieval task. 

The topic set was divided into two subgroups. The first 25 topics include a cluster assignment provided by the 
task organizers, i.e., some clues were given to guide the clustering process. For those topics, classification 
techniques can be used to produce the final result list. The rest of the topics did not include any cluster 
assignment, so “standard” clustering techniques had to be used to produce the final result list. 

On the one hand, the classification technique finds, for each topic, the list of images that are relevant to each 
given cluster, and, in addition, the list of images that are relevant to the topic but do not match any of the given 
clusters (“Others” cluster). For that purpose, the algorithm first builds as many subtopics as different clusters 
have been provided for a given topic. These subtopics contain the original topic terms combined with the terms 
of the cluster titles. For instance, if topic A has 2 clusters associated (A1, A2), the set of subtopics would be: 

{termsA AND termsA1} and {termsA AND termsAB} 

 Second, the algorithm builds another subtopic that includes the topic terms but excludes the terms of all clusters. 
For the previous example, the subtopic for “Others” cluster would be: 

{termsA AND NOT termsA1 AND NOT termsA2} 

Then those subtopics are given to the Lucene information retrieval engine to get the relevant list of images. Last, 
each image is assigned to the cluster that corresponds to the subtopic with which the image has the highest 
similarity.  

On the other hand, the clustering technique is based on an implementation of k-Medoids clustering algorithm [4], 
with k (the target number of clusters) equal to 20 and the maximum number of epochs set to 40. This algorithm 
is run over a sparse term-document matrix built with the image annotations that are given as results of a textual 
search over the image index using each topic. For each resulting cluster, the element with higher relevance in the 
baseline image result list is selected as the class prototype, and reranked to the top of the final result list. 

3. Results and Conclusions 

Table 1 shows the complete list of submitted runs along with a brief description. 

Table 1. Description of experiments 

Run Identifier Method 

MIRGSI1_T_TXT no clustering (baseline) 
MIRGSI2_T_TXT k-Medoids clustering 

MIRGSI_TCT_TXT classification with topic+cluster titles [only for topics 1-25] 

Results are presented in the following tables, showing the run identifier, the number of relevant documents 
retrieved, the mean average precision (MAP), precision at 10, 20 and 30 first results, and cluster precision at 10, 
20 and 30 first results. Table 2 shows the results for the first 25 topics and Table 3 shows the results for the 
remaining topics. 



Table 2. Results for queries 1-25 

 RelRet MAP P10 P20 P30 CR10 CR20 CR30 
MIRGSI1_T_TXT 8777 0.484 0.796 0.790 0.799 0.417 0.531 0.600 
MIRGSI2_T_TXT 8777 0.477 0.784 0.750 0.760 0.455 0.617 0.634 

MIRGSI_TCT_TXT 8795 0.481 0.776 0.770 0.773 0.643 0.755 0.782 

Table 3. Results for queries 26-50 

 RelRet MAP P10 P20 P30 CR10 CR20 CR30 
MIRGSI1_T_TXT 9596 0.514 0.760 0.742 0.740 0.510 0.609 0.667 
MIRGSI2_T_TXT 9596 0.502 0.740 0.732 0.745 0.565 0.668 0.682 

 

The following figures show the precision and cluster recall values for each run and allow comparing results 
achieved by the classification technique (MIRGSI_TCT_TXT) with respect to the clustering technique 
(MIRGSI2_T_TXT) in each subset of topics. Data series identified with “part 1” refer to topics 1-25 whereas 
data series identified with “part 2” refer to topics 26-50. 

 

Figure 2. Precision at N, for all runs 

 

Figure 3. Cluster recall at N, for all runs 

 



The baseline experiment achieves the best result in terms of MAP. However, the best cluster recall (CR), which 
was the variable to maximize in this task, is achieved when other techniques are used, thus proving to be 
valuable. As it could be expected, the run that makes use of the manually assigned clusters 
(MIRGSI_TCT_TXT) achieves the best results in terms of cluster recall, and clearly outperforms the baseline 
experiment (0.782 vs 0.600 at CR30, 130%). Morever, the k-Medoid clustering is slightly better than the 
baseline experiment in cluster recall at any value.  

After this preliminary analysis, the conclusion that can be drawn is that the application of clustering techniques 
improves the information retrieval process and shows quite promising results.  
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