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Abstract

This paper presents the LIG contribution to the CLEF 2008 medical retrieval task (i.e.
ImageCLEFmed). The main idea behind our contribution is to incorporate knowledge
in the language modeling approach to information retrieval (IR). On ImageCLEFmed
our model makes use of the textual part of the corpus and of the medical knowledge
found in the Unified Medical Language System (UMLS) knowledge sources. Last year,
we used UMLS to create a conceptual representation for each sentence in the corpus,
and proposed a language modeling approach on these representations. The use of a
conceptual representation allows the system to work at a more abstract semantic level,
which solves some of the information retrieval problems, as the one of terminologi-
cal variation. We also used different concept extraction methods, and tested how to
combine these extraction methods on queries.

This year, we have extended our previous method in two ways: first, we have used,
in addition to relations derived from UMLS, co-occurrence relations; second, we have
combined concept extraction methods not only on queries, but also on documents.
In this paper, we first detail some IR approaches that use advanced index terms. We
then develop the graph model used in our submission to ImageCLEFmed 2008, and the
different ways use to combine graphs derived from different concept extraction methods.
After this, we present our results on this year collection, showing that combined concept
extraction on document improves the MAP results and that relations impact more first
results precision. Finally, we conclude this work and present some possible extensions.
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1 Introduction

Best performing methods from ImageCLEFmed 2007 used advanced indexing schemes, such as
conceptual or graph index (see [4]) for representing queries and documents. Such indexing schemes



allow one to better capture the content of queries and documents. They also allow matching
documents and queries at an abstract semantic level. However, such representations are sometimes
hard to detect from texts and may contain errors that can lower IR results. [4] proposed a
graph language modeling approach that consider terms or concepts with labeled relations between
them. This model takes into account semantic relations provided by an external resource, but not
relations that express lexical links between terms. We extend here the model of [?] by integrating
co-occurrence relations between terms or concepts.

If this model allows one to take in account advanced representations in an efficient IR model,
it does not completely solve the problems associated with the difficulty of detecting such represen-
tations in text. We address here some of these problems by combining different concept extraction
methods, on both queries and documents.

This paper first presents a short overview on the use of advanced representations in IR. A second
section details the graph model used for our contribution and the methods used to combine these
representations on both queries and documents. We then describe the graph extraction process
used for documents and queries, and finally we present the different results obtained on the CLEF
2008 medical retrieval task.

2 State of the Art

Using semantic resources for indexing has shown promising results on domain-specific colelctions.
For example, in previous ImageCLEFmed editions, conceptual indexing based on UMLS provided
some of the best systems on text, significantly outperforming standard, keyword indexing (cf.
[4, 2]). Similar results have also been obtained on TREC genomics, where[11] uses the Mesh and
Entrez databases to select terms related to concepts from medical publications.

Several works went beyond the use of mere concepts by exploiting relations between them.
Some are based on the standard space vector model, as [10] who evaluates the usefulness of UMLS
concepts and semantic relations in medical IR, while others have tried to use more advanced
models, as the language model of [8], to integrate dependencies between index terms in IR. Along
this last line, [1] and [4] have proposed extensions of te language modeling approach that can deal
with dependencies, syntactic ones in the case of [1], either syntactic or semantic in the case of [4].

The model of [1] relies on a variable L, defined as a ”linkage” over query terms, which is
generated from a document according to P (L|Md), where Md represents a document model. The
query is then generated according to P (Q|L, Md). In principle, the probability of the query,
P (Q|Md), is to be calculated over all linkages Ls, but, for efficiency reasons, the authors make the
standard assumption that these linkages are dominated by a single one, the most probable one:
L = argmaxLP (L|Q). The probability P (Q|Md) is then formulated as:

P (Q|Md) = P (L|Md)P (Q|L, Md) (1)

In the case of a dependency parser, as the one used in [1], each term has exactly one governor
in each linkage L. Then the above quantity can be decomposed, leading to a new one with three
terms. This decomposition restricts the use of this model to dependency structure. Furthermore,
[6] shows that this decomposition is not completely satisfactory from a theoretical point of view.

The second approach [4] proposes a graph modeling approach where query and documents
are represented as graphs G = (C, E), where C represents the node set of the graph and E the
relation set, that they assumed labeled. The relation E is define by an application that indicates
the labels associated to such relation. The probability that the graph of query Gq is generated by
the model of document Md is then decomposed as:

P (Gq|Md) = P (C|Md)P (E|C, Md) (2)

Where P (C|Md) corresponds to the nodes contribution and P (E|c, Md) the edges contribution.
This second approach is well founded theoretically and can handle different types of graphs.



3 Graph Model

We improve the graph model proposed in [4] in which each relation is labelled with one or more
labels. The next sections shows the different improvements of this model.

3.1 Node Contribution

Assuming that, conditioned on Md, query concepts are independent of one another (a standard
assumption in the language model) the node contribution can be decomposed in two different
ways:

P (C|Md) =

{ ∏

ci∈C PU (ci|Md)
∏

ci∈C λtPU (ci|Md) + (1 − λt)Ptr (ci|Md)
(3)

where P (ci|Md) is the probability of a concept from the query and Ptr (ci|Md) is a translation
model.

The first method correspond to the standard language model, and is based on the computation
of PU (ci|Md). The second one correspond to the usual way to incorporate lexical associations in
the language modeling. This method is based on the combination of a standard language model
with a translation model, and allows to take in account lexical relations. In both cases, the
quantity P (ci|Md) of equations 3 is computed through a simple Jelinek-Mercer smoothing:

PU (ci|Md) = (1 − λu)
Nd(ci)

Nd(∗)
+ λu

ND(ci)

ND(∗)
(4)

where Nd(ci) (respectively ND(ci)) is the number of times that ci appears in the document
d (respectively in the collection), and Nd(∗) (respectively ND(∗)) the number of concepts in
document d (the collection).

The translation model is computed as:

Ptr (ci|Md) =
∑

ct∈Rl

P (ci|ct)PU (ct|Md) (5)

where Rl is the set of concepts lexically related to ci and P (ci|ct) the probability for a concept
ct to be translated by the query concept ci. The contribution PU (ci|Md) still corresponds to
a standard unigram language model but applied to the translated concept, with a smoothing
parameter different from the one for PU . We will refer to it as λ′

u.

3.2 Relation Contribution

We assume that E is an application from C ×C in P (L)1 that associates to each relation a set of
labels. Thus the edge contribution can be decomposed as:

P (E|C, Md) =
∏

i,j∈C,i≤j

P (E(ci, cj) = L|ci, cj , Md) (6)

where E(ci, cj) = L indicates that a relation exists between ci and cj and that this relation is
associated to the label set L.

We furthermore decomposed this probability as:

P (E(ci, cj) = Lij |ci, cj , Md) =
∏

label∈Lij

P (e(ci, cj) = label|ci, cj, Md)

where e(qi, qj) = label indicates that there is a relation between qi and qj , the label set of which
contains label.

1L is the set of all possible labels for a relationship and P(L) is the set of sets of L.



An edge probability is thus equal to the product of the corresponding single-label relations.
Following standard practice in language modeling, one can furthermore “smooth” this estimate
by adding a contribution from the collection. This results in:

P (e(ci, cj) =, label)|ci, cj, Md) = (1 − λe)
D(ci, cj , label)

D(ci, cj)
+ λe

C(ci, cj, label)

C(ci, cj)
(7)

where D(ci, cj, label) (C(ci, cj , label)) is the number of times ci and cj are linked with a relation
labeled label in the document (collection). D(ci, cj) (C(ci, cj)) is the number of times ci and cj

are observed together in the document.

3.3 Model combinaison

We present here the methods used to combine different graphs (i.e. different dependency structures
obtained from different analyses of the queries and/or documents) in the model presented above.
First, we group the different analysis of a query. To do so, we assume that a query is represented
by a set of graphs Q = Gq; and that the probability of a set of graphs assuming a document graph
model is computed by the product of the probability of each query graph:

P (Q = {Gq} |Mg) =
∏

Gq

P (Gq|Md) (8)

This model considers that a relevant document model must generate all the posible analyses
of a query Q. The best probabilities will be obtained for a document model which can generate
all analyses of the query with high probability.

Second, we group the different analysis of a document. To do so, we assume that a query can be
generated by different models of the same document M∗

d (i.e. a set of models). As a result of this
generation process, we keep the higher probability among the different models of the document:

P (C|M∗
d ) = argmaxMd∈M∗

d

(

∏

ci∈C

P (ci|Md)

)

(9)

With this method, documents are ranked, for a given query, according to their best model.

4 Graph Extractions

UMLS is a good candidate as a knowledge source for medical text indexing. It is more than a
terminology because it describes terms with associated concepts. This knowledge is large (more
than 1 million concepts, 5.5 million of terms in 17 languages). UMLS is not an ontology, as there
is no formal description of concepts, but its large set of terms and their variants specific to the
medical domain, enables full scale conceptual indexing. In UMLS, all concepts are assigned to
at least one semantic type from the Semantic Network. This provides consistent categorization
of all concepts in the meta-thesaurus at the relatively general level represented in the Semantic
Network. The Semantic Network also contains relations between concepts, which allows one to
derive relations between concepts in documents (and queries).

From this information, graphs are produced in two steps: concept detection and then relation
detection.

4.1 Concepts Detection

The detection of concepts in a document from a thesaurus is a relatively well established process.
It consists of four major steps:

1. Morpho-syntactic Analysis (POS tagging) of document with a lemmatization of inflected
word forms;



Figure 1: FCG produced for Show me chest CT images with emphysema

2. Filtering empty words on the basis of their grammatical class;

3. Detection in the document of words or phrases appearing in the meta-thesaurus;

4. Possible filtering of concepts identified.

For the first step, various tools can be used depending on the language. We used MiniPar(cf. [3])
and TreeTagger2.

Once the documents are analyzed, the second and third steps are implemented directly, first
by filtering grammatical words (prepositions, determinants, pronouns, conjunctions), and then by
a look-up of word sequences in UMLS. This last step will find all alternatives, present in UMLS,
of a concept. One can certainly improve this simple lookup by identifying potential terminological
variants (see for example [?]). We have not used such a refinement here and merely rely on a
simlpe look-up. It should be noted that we have not used all of UMLS for the third step: the
thesauri NCI and PDQ were not taken into account as they are related to areas different from
the one covered by the collection3. Such a restriction is also used in [5]. The fourth step of
the indexing process is to eliminate a number of errors generated by the above steps. However,
the work presented in [9] shows that it is preferable to retain a greater number of concepts for
information retrieval. We thus did not use any filtering here.

We finally obtain two variations of concept detection:

• (MP) uses our term mapping tools with MiniPar.

• (TT) uses our term mapping tools with TreeTagger.

4.2 Relations Detection

After concept detection, we add conceptual relations between concepts. The relations used are
those defined in the Semantic Network. We made the hypothesis that a relation exists in a
document if two concepts are detected in the same sentence and if a relation between these
concepts is defined in the Semantic Network. For finding relations, we first tag concept with their
semantic type and then add semantic relations that link concepts with corresponding tags. A
sample result of the relation extraction process for a sentence can be viewed on figure 4.2. We do
not make any further disambiguisation on relations. Finally, for each concept extraction method,
we obtain one graph for each document and for each query.

4.3 Coocurence Extractions

We want here to extract lexical links from the collection. We made the standard assumption that
similar concepts occur in the same context (i.e. they co-occur with the same concepts). Based

2www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
3This is justified here by the fact that these thesauri focus on specific issues of cancer while the collection is

considered more general and covers all diseases.



on this assumption, a standard method consists in building a context vector for each concept of
the collection, and to compute a similarity between concepts using context vectors. In this work,
we assume that a concept is in the context of another if these two concepts appear in the same
sentence. Thus we compute a context vector for each concept of the collection based on a mutual
information score. The weigth of the dimension cj from the context vector of ci is computed as:

MI (ci, cj) = log(
P (ci, cj)

P (ci) ∗ P (cj)
) (10)

=
Nph(ci, cj) ∗ Nph

Nph(ci) ∗ Nph(cj)
(11)

where Nph(ci, cj) is the number of times that the two concepts ci and cj appear in the same
sentence, Nph(ci) is the number of times that ci appear in a sentence, and Nph is the number
of sentences in the collection. For efficiency and based on experimental results, we only keep the
200 highest dimensions in the context vector. We then calculate the similarity between concepts
throug the cosine of their context vectors. We consider a concept ci related to another concept
cj if ci is in the 200 nearest neighbors (as defined by the cosine similarity) of cj. This method
provides a first set of concepts Rl.

We used the concepts in Rl to compute the translation probabilities, by dividing the cosine of
the concept by the sum of the cosine of all the retained concepts:

P (ci|ct) =
cos(Vctxt(ci), Vctxt(ct))

∑

cj∈Rl cos(Vctxt(ci), Vctxt(cj))
(12)

where Vctxt(c) is a context vector built with mutual information, Rl is the list of the N selected
concepts and cos is the cosine between vectors.

5 Evaluation

We show here the results obtain for this methods on the corpus CLEFmed 2007 [7] and on the
test one the CLEFmed 2008 corpus.

5.1 Model Variations

This year the track ImageCLEFmed is based on a new collection. On this collection, we submit
10 runs these runs explore differents variation of our relational model and the differents analysis
merging methods. Last year results show that merging queries improves the results. As conse-
quence, this year we do not test query graphs combination and we allways use the two graphs
detected on a query.

We test 4 model variations :

• (UNI) that only use node contribution (as define in ??).

• (RET) that use the node contribution and a relation contribution.

• (COS) that use the node contribution with translation.

• (RC) that use the node contribution with translation and a relation contribution.

For each model, we test it on the analysed collection obtain with MiniPar (MP) and on the
collection analysed by MiniPar and TreeTagger (MPTT) using the combination methods proposed
in this paper.

We also submit two other run, one that use a unigramme model with an extended image
description that integrates the text that corresponds to the paragraph where the image is referred.
A second one use the COS model but use coocurence computed on the previous ImagesCLEFmed
collections.



Table 1: best results for mean average precision (MAP) and precision at five documents (P@5)
2006-2007

4
2008

model MP MP TT MP MP TT

MAP

UNI 0.2978 0.3057 0.2542 0.2781

RET 0.3037 0.3127 0.2556 0.274

COS 0.3058 0.3152 0.2443 0.2728

RC NA NA 0.2368 0.267

P@5

UNI 0.487 0.490 0.447 0.433

RET 0.531 0.516 0.467 0.460

COS 0.510 0.510 0.447 0.467

RC NA NA 0.467 0.480

5.2 Results

From each method we use the bests parameters obtained on ImageCLEFmed corpus for MAP and
we use these parameters on the new collection. We compare the variation between the results on
the two corpus for the MAP and the P5D.

The best results obtained on the new medical collection are those of the unigramme model with
a collection analysis by MiniPar and TreeTagger. On 2008 collection, integrating relations only
improves the results when lexical relations are used on the collection analized by MiniPar. In the
others cases no improvement are obtained with relations and thus combination of the two types of
relation did not improved the results. On the P@5 the use of relations improves the results even
more if the two analysis are used.

The results of our two other runs show that using coocurence computed on the past collection
gives better results than the coocurences learned on the 2008 collection. This run gives us our
best MAP result (0.2791). The other run that uses part of the article, provides surprising low
results (0.1908). This can be due to the fact that the text added is considered as equivalent to the
image caption, but it can be less precise or less image related. Thus we think taht this approach
could provide good results if we adapt our model to take in account this new text.

6 Conclusion

We proposed here a framework for using semantic resources in the medical domain. We describe
a method for using relations in language modeling, and for merging different document or query
versions in this framework. Results show that relation are useful to maintain good results on the
first retrieved documents, when mixing different detection trends to improve the recall. This paper
shows the robustness of our method on a new corpus, where they provide good results.
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