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Submitted runs

 Can archival metadata achieve good performance?
 Can speech transcripts be exploited?
 Does using the embedded language help?



Experimental Setup
 SVM with linear kernel
 Training data drawn from Wikipedia

 Using the class label as query worked well
 Mapping the class label to a Wikipedia category

was less successful
 χ2 feature selection



Results
 Metadata and metadata combined with Dutch asr were

most successful
 “Music” was best class (precision 0.57 recall 0.36)



Conclusions and Outlook
 Wikipedia was fine as source of training data, but not

optimal
 Transcripts for the embedded language could not be

exploited
 We conjecture that the main difficulties are:

 Mismatch between training and test data
 High level of speech recognition error (due to lack

of language detection)


