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What happened in CLEF 2005?
Carol Peters

ISTI-CNR, Area di Ricerca, 56124 Pisa, Italy

carol.peters@isti.cnr.it

This volume contains a set of extended abstracts that summarize the experiments conducted in CLEF 2005 - the sixth IR system evaluation campaign organized by the Cross-Language Evaluation Forum. It has been prepared for distribution at the CLEF 2005 Workshop, 21 – 23 September, Vienna, Austria, together with a CD containing the complete CLEF 2005 Working Notes. The Working Notes provide a first description of the various experiments made by this year’s participants, preliminary analyses of results by the track coordinators, and appendices containing run statistics and overview graphs for the different tracks and tasks. They are also available on-line on the CLEF website at: http://clef.isti.cnr.it/2005/working_notes/CLEF2005WN-Contents.html and have been published in the DELOS Digital Library in order to make them accessible to a wider research community.
 The main features of the 2005 campaign are briefly outlined here below. More details can be found in the Track Overviews.

CLEF 2005 Tracks

Over the years CLEF has gradually increased the number of different tracks and tasks offered in order to facilitate experimentation with all kinds of multilingual information access.  CLEF 2005 offered eight tracks designed to evaluate the performance of systems for:

· mono-, bi- and multilingual textual document retrieval on news collections (Ad Hoc)

· mono- and cross-language information retrieval on structured scientific data (Domain-Specific)

· interactive cross-language retrieval (iCLEF)

· multiple language question answering (QA@CLEF)

· cross-language retrieval in image collections (ImageCLEF)

· cross-language spoken document retrieval (CL-SR)

· multilingual Web retrieval (WebCLEF)

· cross-language geographical retrieval (GeoCLEF)

Document Collections

Seven different document collections have been used in CLEF 2005 to build the test collections:

· CLEF multilingual comparable corpus of more than 2 million news documents in 12 languages
  

· The GIRT-4 social science database in English and German and the Russian Social Science Corpus

· St Andrews historical photographic archive

· CasImage radiological medical database with case notes in French and English

· IRMA collection in English and German for automatic medical image annotation

· Malach collection of spontaneous conversational speech derived from the Shoah archives

· EuroGOV, multilingual collection of about 2M webpages crawled from European government sites.

The data providers are listed in the acknowledgments at the end of this volume.

Participation

A total of 74 groups submitted runs in CLEF 2005, as opposed to the 54 groups of CLEF 2004: 43(37) from Europe, 19(12) from N.America; 10(5) from Asia and 1 each from S.America and Australia. Last year’s figures are given in brackets. The breakdown of participation of groups per track is as follows: Ad Hoc 23; Domain-Specific 7; iCLEF 5; QAatCLEF 24; ImageCLEF 24; CL-SR 7; WebCLEF 15; GeoCLEF 12. A list of groups and indications of the tracks in which they participated is given at the end of this volume.

More details on the overall organization are given in the Working Notes. I should like to conclude this very brief introduction by thanking everyone who has contributed to CLEF 2005: the Steering Committee, the Track Coordinators, the data providers, collaborating institutions and individuals, and last but certainly not least all the participants, who I hope have found participation in CLEF to be an extremely rewarding experience. The yearly campaign culminates in the Workshop where the CLEF community has the opportunity to come together to discuss their work, exchange ideas and propose new approaches and techniques.

Let me end by wishing everyone a worthwhile and above all enjoyable CLEF 2005Workshop!
Ad Hoc: Cross-Language and Monolingual
CLEF 2005: Ad Hoc Track Overview

Giorgio M. Di Nunzio1, Nicola Ferro1, Gareth J.F. Jones2, Carol Peters3
1Department of Information Engineering, University of Padua, Italy

{dinunzio|ferro}@dei.unipd.it
2School of Computing, Dublin City University, Ireland

gjones@computing.dcu.ie

3ISTI-CNR, Area di Ricerca, 56124 Pisa, Italy

carol.peters@isti.cnr.it
The ad hoc retrieval track is generally considered as the core track in CLEF. The aim of this track is to promote the development of monolingual and cross-language textual document retrieval systems. As in past years, the CLEF 2005 track was structured in three tasks, testing systems for monolingual (querying and finding documents in one language), bilingual (querying in one language and finding documents in another language) and multilingual (querying in one language and finding documents in multiple languages) retrieval, thus helping groups to make the progression from simple to more complex tasks. The document collections used were taken from the CLEF multilingual comparable corpus of news documents.
The Monolingual and Bilingual tasks were principally offered for Bulgarian, French, Hungarian and Portuguese target collections. Additionally, in the bilingual task, only newcomers (i.e. groups that have not previously participated in a CLEF cross-language task) or groups using a “new-to-CLEF” topic language could choose to search the English document collection. The aim was to retrieve relevant documents from the chosen target collection and submit the results in a ranked list. Sets of 50 topics (i.e. structured statements of information needs from which the systems derive their queries) were prepared in thirteen languages: Amharic, Bulgarian, Chinese, English, French, German, Greek, Hungarian, Indonesian, Italian, Portuguese, Russian, and Spanish. Twelve were actually used and, as usual, English was by far the most popular. To counter this, in previous years, we placed restrictions on the possible topic languages for the bilingual task. We will probably reinstate some such constraint in CLEF 2006 in order to promote the testing of systems with less common languages.

The Multilingual task was based on the CLEF 2003 multilingual-8 test collection which contained news documents in Dutch, English, French, German, Italian, Russian, Spanish, and Swedish. There were two subtasks. a traditional multilingual retrieval task requiring participants to carry out retrieval and merging (Multi-8 Two-Years-On), and a new task focussing only on the multilingual merging problem using standard sets of ranked retrieval output (Multi-8 Merging Only). One of the goals for the first task was to see whether it is possible to measure progress over time in multilingual system performance at CLEF by reusing a test collection created in a previous campaign. In running the merging only task our aim was to encourage participation by researchers interested in exploring the multilingual merging problem without the need to build retrieval systems for the document languages. The use of common retrieval data sets enables direct comparison of the behaviour and performance of the proposed merging techniques independently of differing underlying ranked lists. 

23 groups submitted results for one of more of the ad hoc tasks a slight decrease on the 26 participants of last year. A total of 283 runs were analysed – up from 250 in CLEF 2004. The breakdown of participation per task and per topic language is shown in the table. A discussion and analysis of the results and the main trends observed this year can be found in the Ad Hoc Overview in the CLEF 2005 Working Notes.

	Track
	# Participants
	# Runs
	Topic Language

	Multi-8 2-Years-On
	4
	21
	EN 15; ES 3; FR 2; NL 1

	Multi-8 Merging Only
	3
	20
	EN 20

	Bilingual X ( BG
	4
	12
	EN 12

	Bilingual X ( FR
	9
	31
	AM 4; DE 6; EN 12; ES 5; IT 3; RU 1

	Bilingual X ( HU
	3
	7
	EN 7

	Bilingual X ( PT
	8
	28
	EN 19; ES 7; FR 2

	Bilingual X( EN (restricted)
	4
	13
	GR 3; HU 1; ID 8; RU 1

	Monolingual BG
	7
	20
	

	Monolingual FR
	12
	38
	

	Monolingual HU
	10
	32
	

	Monolingual PT
	9
	32
	


Ad-hoc Mono- and Bilingual Retrieval Experiments at the University of Hildesheim.

René Hackl, Thomas Mandl, Christa Womser-Hacker

University of Hildesheim, Information Science

Marienburger Platz 22

D-31141 Hildesheim, Germany

mandl@uni-hildesheim.de
Our paper reports on our participation in CLEF 2005‘s ad-hoc multi-lingual retrieval track. The ad-hoc task introduced Bulgarian and Hungarian as new languages. Our experiments focus on the two new languages. Naturally, no relevance assessments are available for these collections yet. Optimization was mainly based on French data from last year. Based on experience from last year, one of our main objectives was to improve and refine the n-gram-based indexing and retrieval algorithms within our system.

In the CLEF 2004 campaign, we tested an adaptive fusion system based on the MIMOR model in the multi-lingual ad-hoc track. In 2005, we applied our system based on Lucene to the new multi-lingual collection: We focused on Bulgarian, French and Hungarian.

The optimization of the retrieval system parameters was based on the French corpus of last year. The tools employed this year include Lucene and Java-based snowball analyzers as well as the Egothor stemmer. In previous CLEF results, it has been pointed out, that a tri-gram index does not produce good results for French. A 4-gram or 5-gram indexing approach seems more promising.

The search field FULLTEXT provided best performance overall. Searching on the other fields by themselves or in combination and with weighting did not yield as good results as the simple full-text approach. The document field employed for BRF mattered much more. Here, best results were obtained with the TEXT field. The single most important issue though are short terms. Phrase queries with only one term are of course just plain term queries. If, however, such a term query contains a term that has a smaller word length than the gram size, and taking into account that stopwords are eliminated, there is strong evidence that that term is highly important. In fact, most of these terms were acronyms or foreign words, e.g. in 2004 topics “g7“, “sida“ (French acronym for AIDS), “mir” (Russian space station), “lady” (Diana).

Blind relevance feedback had little impact on n-gram retrieval performance. For some queries, good short terms like those mentioned above were added to the query. However, terms selected by the algorithm received no special weight, i.e. they received a weight of one. Higher weights worsened the retrieval results. Furthermore, considering more than the top five documents for blind relevance feedback did not improve performance. Table 4 in the Working Notes paper summarizes the results the best configurations achieved. Yet again, searching on structured document parts instead of the full text was worse. More importantly, even the baseline run with an Egothor-based stemmer was better than any n-gram run. 

Considering the lack of experience with the new languages, the results are satisfying. However, more work with n-gram as well as stemming approaches are necessary for these languages. For future participations in ad-hoc tasks, we intend to apply the RECOIN (REtrieval COmponent INtegrator) framework. RECOIN is an object oriented JAVA framework for information retrieval experiments. It allows the integration of heterogeneous components into an experimentation system where many experiments may be carried out.

MIRACLE’s 2005 Approach to Cross-lingual Information Retrieval
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Our paper presents the 2005 MIRACLE’s team approach to Bilingual and Multilingual Information Retrieval. In the multilingual track, we have concentrated our work on the merging process of the results of monolingual runs to get the multilingual overall result, relying on available translations. In the bilingual and multilingual tracks, we have used available translation resources, and in some cases we have using a combining approach. Regarding cross-lingual experiments, the MIRACLE team has worked in their merging and combining aspects, departing from the translation ones. Combining approaches seems to improve results in some cases. For example, the average combining approach allows us to have better results when combining the results from translations for Bulgarian than the Bultra or Webtrance systems alone. In multilingual experiments, combining (concatenating) translations permits getting better results when good translations are available. This seems to explain that H concatenations are better than A ones. 

Regarding to the merging aspects, our approach has obtained better results than standard merging, whether normalized or not. Alternate normalizations seem to behave better than the standard normalization, whereas the latter behaves better than no normalization. This occurs too when normalization is used in our own approach to merging. Regarding the approach consisting in preprocessing queries in the source topic language with high quality tools for extracting content words before translation, the results have been good when used in the case of Spanish (with our tool STILUS). This approach has got the best precision figures at 0 and at 1 recall extremes, although worse average precision than other runs. 

The future work for the MIRACLE team, regarding cross-lingual tasks will be centered on the merging aspects of the monolingual results. The translation aspects of this process are not of interest for us, since our research interests depart from all this: we will only use translation resources available, and we will try to combine them to get better results. On the other hand, the process of merging the monolingual results is very sensitive on the way it is done; there are some techniques to explore. In addition to that, perhaps a different way to measure relevance is needed for monolingual retrieval when multilingual merging has to be done. Such a measure should be independent of the collection, so monolingual relevance measures would be comparable.

The XLDB Group’s Participation in the CLEF 2005 Ad Hoc Task
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This is the second participation of the XLDB Group in the CLEF monolingual and bilingual ad hoc tasks for Portuguese. We participated with the tumba! search engine software, which was improved and extended for this participation. This year, our IR system included a new module for automatic generation of queries using all topic information (QuerCol), support for the 'OR' operator in queries and new weighting and result set merging algorithms. QuerCol infers concepts from the topics' title terms and expands them to alternative variants. It also gathers related terms from the topics' descriptions and narratives, producing a list of terms for each concept. In the end, a single query string is assembled, connecting the variants with 'OR' operators. 

The indexing and ranking system of tumba! had two enhancements to better handle the CLEF collections: 

· Implementation of a weighting function based on term frequency, to tackle the absence of meta-data. 

· Support for disjunction of terms expressions as queries to expanded queries created by QuerCol. 

We tested two distinct ways to merge result sets: 

· Weight Merge, where the final result set is obtained by sorting the weights of each result on the combined result set. The final weight of a document present in more than one result set is the sum of the weights of the document in each result set. 

· Round-Robin Merge, where the final result set is generated by sorting the result sets by the weight of the top ranked document in the result set. Then, documents are picked from each result set using a round-robin rule. Documents alread picked to the merged result set are ignored. 

We evaluated two strategies for topic translation: 

· Example Based Machine Translation (EBMT) methods in parallel corpora, created from freely available multilingual thesauri. 

· BabelFish translation. 

On the monolingual runs, we used our 4 runs to comparatively evaluate result set merging approaches and manual versus automatic query expansion. The manually generated queries had better performance and the Weight Merge strategy showed to be a better result set merging strategy. The EMBT translation strategy generated better topic translations than Babelfish. The performance gap between monolingual and bilingual was bigger than expected, but the difference can be the result of some poor translations induced by some of the used thesauri.
Thomson Legal and Regulatory Experiments at CLEF-2005
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For the 2005 Cross-Language Evaluation Forum, Thomson Legal and Regulatory participated in the Hungarian, French, and Portuguese monolingual search tasks as well as French-to-Portuguese bilingual retrieval. Our Hungarian participation focused on comparing the effectiveness of different approaches toward morphological stemming. Our French and Portuguese monolingual efforts focused on different approaches to Pseudo-Relevance Feedback (PRF), in particular the evaluation of a scheme for selectively applying PRF only in the cases most likely to produce positive results. Our French-to-Portuguese bilingual effort applies our previous work in query translation to a new pair of languages. All experiments were performed using our proprietary search engine. 

We remain encouraged by the overall success of our efforts, with our main submissions for each of the four tasks performing above the overall CLEF median. However, none of the specific enhancement techniques we attempted in this year's forum showed significant improvements over our initial results. For monolingual retrieval in Hungarian, a highly morphological language, we explored two techniques for morphological stemming in order to identify compound terms and normalize them, but were unable to find significant differences between the results. For monolingual retrieval in French and Portuguese, where we have previously shown pseudo-relevance feedback (PRF) to increase overall performance, we attempted to find a heuristic to identify specific queries for which PRF would be helpful. So far we have been unable to achieve this to a significant degree. For bilingual retrieval from French to Portuguese, we achieve good performance relative to other submissions, but perhaps like other forum participants, we remain disappointed in the bilingual performance relative to the same queries performed in a monolingual setting.

Using Syntactic Dependency and Language Model X-IOTA IR System for CLIPS Mono & Bilingual Experiments in CLEF 2005
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Our paper describes the CLIPS experiments for the CLEF 2005 campaign. We promote the use surface-syntactic parser in order to extract indexing terms. Last year, only simple indexing terms have been used, this year we have tried to exploit the structure extracted by the parser. By this, we have made two different evaluations; in the first one, we divided the structure extracted by the parser into complex descriptors, which contains a part of the global structure. In a second experiment, we use the dependencies between lemmas extracted by the shallow parser in a model language. 

In our first experiment, we use a sub-structure as indexing term in a classic vector space model; these sub-structures are composed by two or three lemmas linked by a dependency relation. We used the CLEF 2003 data in order to evaluate different weighting schema for those indexing terms and we compare the results obtain with the results obtain by using lemma as indexing terms. The results show that the derivation from randomness is the weighting schema that performs the best for dependencies and for lemmas. Nevertheless, the results with dependency alone are lower than results with lemma. That why we merged the two descriptors in one index in order to known if we could improve the overall result. We evaluate the different weighting schemes for this index always on the same data. The results obtain by this methods are better than dependencies alone but remain lover than those obtain with lemma. Despite that, as we intend to use the structure in our evaluation, we submit a run with this kind of index for the campaign. 

In our second experiment, we have integrated the structure extracted by the parser in a language model based information retrieval system. For this, we follow the model proposed by Gao in [1] with some simplifications and we consider that the set of all the possible linkages on the sentences is dominated by the linkage extracted by our parser. We train our model on CLEF 2003 data, the results obtain on this data are not as good as those obtain in our first experimentation and are quite lower than those obtain with lemma. Nevertheless, we submit a second run for the monolingual task with this language model. We describe our bilingual run in this part as we only try two simple tests on Spanish and German to French evaluation, where we use a lemmatization and a dictionary for the translation. 

References

 [1] Gao and al., "Dependence language model for information retrieval.". SIGIR-2004, 2004.
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Our paper describes the participation of the IR-n system in CLEF-2005. This year, we participated in the bilingual task (English-French and English-Portuguese) and the multilingual task (English, French, Italian, German, Dutch, Finish and Swedish). We introduced the combined passages method for the bilingual task. Furthermore we have applied the method of logic forms in the same task. For the multilingual task we had a joint participation: University of Alicante and University of Jaen. We want to emphasize the good score achieved in bilingual task improving a 45% the average. 

On the one hand, we have used Machine translation method in bilingual task. We use different translator in order to obtain an automatic translation of queries. Three translators were used for all languages: FreeTranslation, Babel Fish and InterTran. It has been to carry out several test with CLEF-2004 collections for French and Portuguese. Moreover, we have used a one more method merging all translations. It has been performed merging several translation built by an on-line translator. This strategy is based on the idea that the words which appears in different translations have more relevancy which those that only appear in one translation. 

On the other hand we have also used a second method in bilingual task: Logic Forms method. The last release of our IR-n system introduces a set of features that are based in the application of logic forms to topics and in the increment of the terms weight of the topics according to a set of syntactic rules. This reason produces that IR-n system includes a new module that increments the terms weights of the topics applying a set of rules based on the representation of the topics in the way of logic forms.

This year in multilingual task, we have also made a combination between the fusion algorithm 2-step RSV, developed by the SINAI group of the University of Jaen, and the passage retrieval system IR-n, developed by the group of the University of Alicante. A full detailed description of the experiments is available in this volume. 

IR-n has been used as Information Retrieval system in order to make some experiments in Multi- 8 Two-years-on task. Thus, it has been applied over eight languages: English, Spanish, French, Italian, German, Dutch, Finnish and Swedish. In this way we have evaluated the performance of IR-n in several new ways. 

In bilingual task IR-n system has obtained better results merging translations than others translations. On the other hand, the combined passages method allows to improve the scores in the bilingual task on the fixed passages method. Like it happens in monolingual task. 

Thus, we conclude that IR-n is a good information retrieval system for CLIR systems. It overcomes to document-based systems such as OKAPI-ZPrise in bilingual experiments. In addition, the integration of this system with complex merging algorithms such as 2-step RSV is straightforward. On the other hand, the improvement of IR-n respect of OKAPI-ZPrise is not fully exploited by 2-step RSV merging algorithm since this algorithm creates a dynamic index based on classic document retrieval models (more precisely the dynamic index created by 2-step RSV uses an OKAPI weighting schema). Possibly, if an IR-n-like system were implemented for the creation of such dynamic index the multilingual results would be improved in the same way that the monolingual results are.
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We present four approaches to the Amharic - French bilingual track at CLEF 2005. All experiments use a dictionary based approach to translate the Amharic queries into French bags-of-words, but while one approach uses word sense discrimination on the translated side of the queries, the other one includes all senses of a translated word in the query for searching. We used two search engines: The SICS experimental engine (Searcher) and Lucene, hence four runs with the two approaches. Non-content bearing words were removed both before and after the dictionary lookup. IDF values supplemented by a heuristic function was used to remove the stop words from the Amharic queries and two French stopwords lists were used to remove them from the French translations. For the dictionary lookup we used one Amharic - French machine readable dictionary containing 12.000 Amharic entries with corresponding 36,000 French entries. We also used an Amharic - English machine readable dictionary with approximately 15.000 Amharic entries as a complement for the cases when the Amharic terms where not found in the Amharic - French MRD. For the word sense discrimination we made use of two machine readable dictionaries (MRDs) to get all the different senses of a term (word or phrase) - as given by the MRD, and a statistical collocation measure of mutual information using the target language corpus to assign each term to the appropriate sense. Words and phrases that where not found in any of the dictionaries (mostly proper names or inherited words) were not translated and instead handled by an edit-distance based similarity matching algorithm. In our experiments, we found that the SICS search engine (Searcher) performs better than Lucene and that using the word sense discriminated keywords produce a slightly better result than the full set of non discriminated keywords. Although there is still much room for improvement of the results, we are pleased to have been able to use a fully automatic approach. The work on this project and the performed experiments have highlighted some of the more crucial steps on the road to better information access and retrieval between the two languages. The lack of electronic resources such as morphological analyzers and large machine readable dictionaries have forced us to spend considerable time on getting access to, or developing these resources ourselves. We also believe that, in the absence of larger electronic dictionaries, one of the more important obstacles on this road is how to handle out-of-dictionary words. The approach that we tested in our experiments, to use fuzzy string matching in the retrieval step, seems to be only partially successful, mainly due to the large differences between the two languages.
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Our paper reports experimental results of cross-language information retrieval (CLIR) from German to French, in which a hybrid approach of query and document translation was attempted. Some researchers have already attempted to merge two results from query and document translation for enhancing effectiveness of CLIR. An intention of combining them is to enlarge possibility of matching successfully subject representations of the query with those of each document. One problem for implementing this approach is that the document translation is usually a cost-intensive task, but we can alleviate it by using simpler translation techniques, e.g., “pseudo translation” in which each term is simply replaced with its corresponding translations by a bilingual dictionary. 

Both the translation methods employed in this experiment, i.e., MT and dictionary-based method, make use of a pivot language. The MT software translates German sentences into English ones, and translates the results into French sentences. Similarly, each term included in French documents are replaced with corresponding English translations by a French to English dictionary, and these English translations are replaced with German terms by an English to German dictionary. An appropriate translation resource is not always available for a pair of languages that actual users require. But, in this case, it is possible that we find translation tools between English and these languages since English is an international language. Therefore, the pivot language approach via English is considered to be useful in real situations, although two steps of translation in this approach often yield erroneously more irrelevant translations, particularly in the case of dictionary-based transitive translation, because all final translations obtained from an irrelevant English term in the middle stage are usually irrelevant. 

One method for alleviating this problem may be to limit the dictionary-based translation to only conversion of French terms into English ones. In order to compute document scores from documents translated into English, German queries have to be translated into English. In the case of pivot language approach, an English version of the query is automatically obtained in the middle stage of translation from German to French. By using English documents translated from the original Italian collection, the number of translation operation reduces. Removing an operation of dictionary-based translation may contribute to reduction of erroneous translations, and the search performance is expected to be improved. 

We empirically examined the effectiveness of removing a translation operation from intermediary English documents to German ones by using our retrieval system based on the BM25 of Okapi formula. For comparison, we also executed four runs other than that by our method: (1) French monolingual search, (2) conventional hybrid approach (merging two results from translated French queries and translated German documents), (3) query translation only (in French) and (4) document translation only (in German). As we expected, the hybrid approach using English documents translated from the original collection outperforms another hybrid approach using German documents, i.e., the scores of mean average precision (MAP) are 0.2605 for the former and 0.2492 for the latter. Although the degree of difference is not large, we can observe the dominance of our approach. Unfortunately, the hyper approach could not show better performance than a simple query translation approach, i.e., its score of MAP is 0.2658, which is slightly greater than that of our approach. This may be due to the low performance in document translation approach, e.g., the MAP score of document translation from French to German is only 0.1494. We have to enhance the effectiveness of document translation for improving the performance of our hybrid approach.
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For our first participation in the CLEF evaluation campaign, our aim is to explore a translation-free technique for multilingual information retrieval. This technique is based on an ontological representation of documents and queries. We use a multilingual ontology for documents/queries representation. For each language, we use the multilingual ontology to map a term to its corresponding concept. The same mapping is applied to each document and each query. Then, we use a classic vector space model for the indexing and the querying. The main advantages of our approach are: no merging phase is required, no dependency on automatic translators between all pairs of languages exists, and adding a new language only requires a new mapping dictionary to the multilingual ontology.
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This year, we have participated in the Multilingual two-years-on and Multi-8 merging-only CLEF tasks. Our main interest has been to test several usual CLIR tasks and investigate how they affect to the final performance of the multilingual system. Specifically, we have evaluated the information retrieval model used to obtain each monolingual result, the merging algorithm, the translation approach and the application of query expansion techniques.

In order to evaluate the translation approach effect in the multilingual result, we have recovered some old experiments from CLEF 2003 for 161-200 CLEF queries. Such experiments are based on Machine Dictionary Readable resources and we have compared it with results of this year, based on Machine Translation. The improvement for this year is considerable respect of 2003, mainly because of a best translation strategy.

In order to evaluate the effect of query expansion we have developed several experiments by using pseudo-relevance feedback (Robertson-Croft’s where the system expands the original query generally by 10-15 search keywords, extracted from the 10-best ranked documents). The application of PRF improves very slightly the final result.

Some experiments use several IR systems and models to obtain the list of retrieved documents but holding the same translation approach and merging algorithm. Results show that the precision is very similar independently of the monolingual IR engine. The list of relevant documents are obtained by means of OKAPI-ZPrise, a passage retrieval system called IRn, developed by the University of Alicante, and several list of relevant documents available from Multi-8 Merging-only task (DataFusion, Okapi and Prosit document list available thanks to Jacques Savoy). The improvement of the monolingual IR System used to retrieve each monolingual list of documents obtains very slightly better results in the final multilingual system, at least by using 2-step RSV merging algorithm.

In this work, we have evaluated machine learning algorithms combined with 2-step RSV merging method. The achieved improvement by using machine learning techniques is low. We think that there are two reasons: Firstly, there are only 20 queries available for training. And secondly, CLEF document collections are highly comparable (news stories from the same period). The results might be different if collections have vastly different sizes and/or topics. 

We conclude that we reach better results by means of improving merging algorithms and translation resources than improving other CLIR modules such as IR engines or the expansion of queries.

CLEF 2005: Multilingual Retrieval by Combining Multiple Multilingual Ranked Lists
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Our paper presents the research conducted at Carnegie Mellon University for two tasks in CLEF 2005: Multi-8 two-years-on retrieval and Multi-8 results merging. 

The first task as Multi-8 two-years-on is a multilingual retrieval task, which is to search documents in eight languages with queries in a single language (i.e., English queries in this work). One method is to tune accurate bilingual retrieval results (or monolingual results of documents in the same language as queries) and then merge the bilingual retrieval results together. For each bilingual run, previous research has demonstrated how to do many instances of bilingual retrieval by tuning the methods of translating the query into target language and then generate an accurate bilingual run. However, it may not be easy to merge accurate bilingual retrieval results into accurate multilingual retrieval results. One reason is that the ranges and distributions of document scores within these bilingual ranked lists can be very different as quite different retrieval methods have been tuned to generate accurate bilingual results of different languages separately. 

One alternative approach of generating multilingual retrieval result is to first generate simple bilingual runs by same type of retrieval algorithm with the same configuration and then merge the bilingual results into a simple multilingual ranked list. Many simple multilingual results can be obtained by applying different retrieval algorithms with different retrieval configurations. Finally, those simple multilingual ranked lists can be combined into a more accurate multilingual ranked list. The multilingual retrieval system described in this work focuses on generating multilingual retrieval results by simple retrieval algorithms and also on combining several multilingual retrieval lists together into a final ranked list of high accuracy. In this work, we have proposed several methods to combine multilingual retrieval results. The empirical study shows that the approach of combining multilingual retrieval results can substantially improve the accuracies over single multilingual ranked lists. 

The second task as Multi-8 results merging task is to merge ranked lists of eight different languages (i.e., bilingual or monolingual) into a single final list. This task is very similar to the results merging task of federated search, which merges multiple ranked lists from different web resources into a single list. Results merging task is our primary interest and our goal is to investigate the effectiveness of applying similar results merging algorithms as federated search task and compare their accuracies with other results merging algorithms. 

Previous research in has proposed to build logistic models to estimate probabilities of relevance for all documents in bilingual ranked lists by their ranks and document scores in these bilingual lists. This method is studied in the paper and a new variant of this method is proposed to improve the merging accuracy. These methods are language-specific methods as they build different models for different languages to estimate the probabilities of relevance. However, for different queries, they apply the same model for documents from a specific language, which may be problematic as documents from this language may contribute different values for different queries. 

Based on this observation, we propose query-specific and language-specific results merging algorithms similar to those of federated search. For each query and each language, a few top ranked documents from each resource are downloaded, indexed and translated to English. Language-independent document scores are calculated for those downloaded documents and a logistic model is built for mapping all document scores in this ranked list to comparable language-independent document scores. Multiple logistic models are built in a similar manner for ranked lists in different languages and comparable scores can be estimated for all documents. Finally, all documents are ranked according to their comparable document scores. Experiments have been conducted to show that query-specific and language-specific merging algorithms outperform several other results merging algorithms.

Report on CLEF-2005 Evaluation Campaign: Monolingual, Bilingual, and GIRT Information Retrieval
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Objectives: for our fifth participation in the CLEF evaluation campaigns, the first objective was to propose an effective and general stopword list along with a light stemming procedure for the Hungarian, Bulgarian and Portuguese (Brazilian) languages. Our second objective was to obtain a better picture of the relative merit of various search engines when processing documents in those languages. To do so we evaluated our scheme using two probabilistic models and nine vector-processing approaches. In the bilingual track, we evaluated both the machine translation and bilingual dictionary approaches to automatically translate a query submitted in English into various target languages. This year we explored new freely available translation sources, together with a combined query translation approach in order to obtain a better translation of the user's information need. Finally, using the GIRT corpora (available in English, German and Russian), we investigated variations in retrieval effectiveness when including or excluding manually assigned keywords attached to bibliographic records (mainly comprising a title and an abstract). 

Results: for all languages however, the probabilistic models (either Okapi or Prosit) usually result in better retrieval performances than do other vector-processing approaches. For both the Bulgarian and Hungarian languages, more experiments are needed to confirm our first evaluations (especially in the design of a light stemming procedure for the Hungarian language). The automatic decompounding of Hungarian words and its impact in IR remains an open question and our preliminary experiments did not provide a clear and precise answer (our decompounding scheme slightly decreased retrieval performance). Our evaluations seem also to indicate that for the French and Portuguese languages a data fusion approach might be effective. The use of such search strategy did however require the building of two inverted files and doubling the search time required. As in previous evaluation campaigns we were able to confirm that pseudo-relevance feedback based on Rocchio’s model usually did improve mean average precision statistics for the French and Portuguese language, even though this improvement is not always statistically significant. For the other languages (Bulgarian and Hungarian), this blind query expansion did not improve mean average precision from the statistics point of view. In the bilingual task, the freely available translation tools performed at a reasonable level for both the French and Portuguese languages (based on the three best translation tools, the MAP compared to the monolingual search is around 85% for the French language and 72.6% for the Portuguese). For less frequently used languages such as Bulgarian and Hungarian, the freely available translation tools (either the bilingual dictionary or the MT system) did not perform well. The mean average precision decreased by more than 50% (for Hungarian) to 80% (for Bulgarian), when compared to a monolingual search. In the GIRT task, we were able to measure the retrieval effectiveness by assigning keywords manually, and the presence of this information improved MAP by around 36.5% for the English corpus and 14.4% for the German collection.
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Our group participated in two tasks at CLEF 2005: Ad-Hoc and Domain Specific. In both tasks we used the same resource bilingual Russian-English Sociopolitical thesaurus and the same algorithm. In our report we describe our resource and algorithm. 

We develop the Sociopolitical thesaurus from 1994. Its domain is a broad domain of contemporary social relations – Sociopolitical domain, therefore the Thesaurus includes a lot of terminology of domains of social sphere such as politics, economy, law, defence, industry,  scientific policy, education, sport, arts and others, and also thematic words and expressions of general language.

The Sociopolitical thesaurus includes more than 32 thousand concepts, 78 thousand Russian terms and 85 thousand English terms (Loukachevitch, Dobrov 2002, 2004).

In construction of the thesaurus we combined three different methodologies:

· the methods of construction of information-retrieval thesauri (information-retrieval context, analysis of terminology, terminology-based concepts, a small set of relation types)

· the development of wordnets for various languages (word-based concepts, detailed sets of synonyms, description of ambiguous text expressions)

· ontology and formal ontology research (strictness of relations description, necessity of many-step inference).

The main idea of thesaurus-based processing of CLEF topics was as follows. We supposed that matching of topics with Thesaurus concepts has to highlight important entities and miss abstract words that can be easily substituted by other words in documents of the collection. So we decided to construct Boolean queries only from Thesaurus Concepts found in a topic.

Search of documents included several steps. New documents received at every next step are added to the end of  the document list received from previous steps.

To compare results of the bilingual concept-based run we fulfilled several monolingual English tf.idf runs.  Our best tf.idf run was based only on titles. In the system tf.idf technique similar to (Callan et.al, 1992) is implemented.

· Run Ad-hoc = Concept-based Bilingual Russian to English (Type of information = TDN; Average precision % = 22.82; Number of topics better than average = 34)

· Run Ad-hoc = tf.idf (Okapi BM25) Monolingual English (Type of information = T; Average precision % = 20.90; Number of topics better than average = 11).

For the first participation in CLEF we received promising results: average precision in the bilingual ad-hoc task  X2En is more than medium. In future we plan to experiment with weighting schemes for results of Boolean queries, for example, weights for OR queries over thesaurus concepts were evidently unsuccessful and led to serious decrease of results. 
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We present a report on our participation in the Indonesian-English bilingual task of the 2005 Cross-Language Evaluation Forum (CLEF). We chose to use Indonesian queries to retrieve English documents. The original English queries were translated into Indonesian manually. Then the Indonesian queries were translated into English using a commercial machine translation tool called Transtool . We did not use freely available resources on the Internet as such resources for Bahasa Indonesia are not as complete as those for English.

Retrieving documents using a query translated from a different language is, obviously, not as effective as using the original query. Adding translated queries with relevant terms (called query expansion) has been shown to improve CLIR effectiveness [1, 3]. One of the query expansion techniques is called the pseudo relevance feedback [4, 5]. This technique is based on an assumption that the top few documents initially retrieved are indeed relevant to the query, and so they must contain other terms that are also relevant to the query. The query expansion technique adds such terms into the translated queries. We applied this technique to this work. In choosing the relevant terms from the top ranked documents, we used the tf*idf term weighting formula [4]. We added a certain number of noun terms that have the highest weight scores.

The experiments used the English document collection containing 190,604 documents from two English newspapers, the Glasgow Herald and the Los Angeles Times. We opted to use the query title and the query description in all of the query topics. In these experiments, we used Lucene information retrieval system , which is based on the vector space model [3], to index and retrieve the documents.

The query translation process was performed fully automatic using the Transtool machine translation software. We then applied a pseudo relevance feedback query expansion technique to the queries that are translated using the machine translation tool. We used the top 20 documents from the collection to extract the expansion terms. The terms that are used to expand the query are noun only terms. We used the Monty Tagger  to identify the noun terms in those top 20 documents.

Our results demonstrate that the retrieval performance of the translated queries using machine translation for Bahasa Indonesia was about 53%-74% of that of the monolingual queries. The pseudo relevance feedback that is commonly used in CLIR to improve the retrieval performance did not help the results. In fact, adding noun terms to the translated queries dropped the retrieval performance to 21%-47% of the equivalent monolingual queries. Since the available time was very short, we were not able to try different approaches to this task. We hope that we will achieve better results in our next participation in CLEF. 
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JHU/APL has long espoused the use of language-neutral methods for cross-language information retrieval. This year we participated in the ad hoc track and submitted both monolingual and bilingual runs. We undertook our first investigations in the Bulgarian and Hungarian languages and tested whether the language-neutral repertoire of techniques that we have adopted and refined using the HAIRCUT retrieval engine would continue to prove effective. Specifically, we relied on: character n-gram tokenization; a statistical language model approach to retrieval; pre-translation query expansion to expand a source language query to a larger set of terms; and, statistical translation using aligned parallel texts.

In our monolingual experiments we compared the use of words as indexing terms to character 4-grams and 5-grams. The use of character n-grams resulted in markedly improved performance in the Bulgarian (+30%) and Hungarian (+63%) languages. We did not have a stemmer available in these two languages to compare whether suffix-removal would improve performance, as is often the case with other languages. In the other monolingual collections (i.e., English, French, and Portuguese), n-grams were only marginally better (Portuguese), or worse by about 15% (English and French). In our official monolingual submissions we combined runs using different tokenization methods, as this has yielded a 10% relative advantage in the past. This year, the technique resulted in marginally inferior performance in comparison to the use of the single most effective form of tokenization (e.g., varyingly stems, or n-grams) in each language.

The CLEF 2005 test set contained topic statements in several new languages. We were eager to take advantage of these non-traditional CLEF query languages (i.e., Greek, Hungarian, and Indonesian) in our bilingual experiments; however, we regrettably did not possess any parallel corpora that could be utilized to induce translations for these languages, and we could not locate any for use in time for this evaluation. Consequently, we submitted several official runs using our recently developed method of subword translation (i.e., translation of character n-grams using parallel texts) for a few language pairs, and we reverted to web-based machine translation software as needed for the languages we were unaccustomed to working in. Our bilingual results added additional support to our claim that subword translation is an effective translation technique. The method resulted in bilingual performance between 78% and 85% of our best monolingual baseline. We also found that combining multiple retrievals, that each used different tokenization methods in the target language on a single machine translation output, could improve performance. Indonesian to English retrieval was boosted by 12.5% using a combination of words, stems, and n-grams of lengths four and five. We also noted that bilingual performance varied substantially across different language pairs, as might be expected, since diverse machine translation systems were employed.
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Standard approaches to Multilingual Information Retrieval involve either translating the topics into the document languages or the document collections into the expected topic language. In CLEF 2003 we showed that translating the document collections into the query language and then merging them to form a single collection, can result in better retrieval performance than translating the topics and then merging the retrieved ranked lists. However, collection merging is not always practical, particularly if the collection is very large, or the translation resources are limited.  When attempting to merge separate ranked lists for the topic translation approach, the different statistics of the individual collections and the varied topic translations mean that the scores of documents in the separate lists will generally be incompatible, and thus that merging is a non-trivial problem. 

Many different techniques for merging separate result lists to form a single list have been proffered and tested in recent years. Simple merging of the document lists from the sources will often result in poor retrieval effectiveness. However, none of the more sophisticated proposed merging techniques have really been demonstrated to be effective.

For our participation in the merging track at CLEF 2005 we applied a range of standard merging strategies to the two provided sets of ranked lists. Our aim was to compare the behaviour of these methods for the two sets of ranked documents in order to learn something about merging concepts that might be consistently useful or poor when merging ranked lists generated using different methods. The basic idea is to modify the scored weight of the document to take account of some aspect of the maximum and minimum values of the scores or distribution of scores in lists to improve the compatibility of scores to form a more effective ranked list. We explored a range of merging strategies of varying complexity including no modification of scores, simple normalization of scores in lists, compensating for mean scores in lists, and taking account of collection size.  

The merging schemes were applied to ranked lists provided by the University of Neuchatel and Hummingbird. The results of our experiments show some consistently between the effectiveness of the merging schemes for these different lists, but also interestingly some inconsistency. That is while some merging schemes are shown to be poor for both sets of ranked lists, the best schemes vary, although we have not yet tested the significance of these variations. Disappointingly for the Hummingbird lists the best performance for P10, P30, MAP and relevant retrieved is observed for a simple raw score merging scheme which does not modify the document matching scores to attempt to improve their compatibility in the merging process.
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This is the first year that Hungarian is part of CLEF and it is an ideal opportunity to test our work on the effects of stemming in Hungarian. Previous work on languages that are morphologically richer than English, such as Finnish, indicate that there should be benefits from morphological analysis such as stemming, lemmatization, and compound analysis. We have developed a number of suffix-stripping algorithms of varying impact, all focusing on inflectional suffixes. 

We provide two types of evaluation of the stemmers we develop, an intrinsic one and an extrinsic one in terms of retrieval performance. More specifically, our goal is to determine the degree of stemming that would prove beneficial for retrieval effectiveness, in terms of both precision and recall. We expect to see improvements for recall for the stemmers, but in addition, we hope that our ``light'' stemmers keep precision at an acceptable level. The ``heavy'' stemmer we developed is also expected to improve recall, but it will probably hurt precision. 

The experiments on which we report in the paper confirm that stemming in Hungarian greatly improves retrieval effectiveness. They show that a stemmer focusing merely on the inflection of nouns works almost as well as a more broadly oriented stemmer. Merely stemming frequent noun and verb inflections however yields worse results than using 6-grams. Our results are sobering as a 6-grammed run performed almost as well as the best performing stemmed run. 

Our stemmers themselves can be improved upon and hyphenated words will have to be addressed differently in the future. A detailed error analysis has shown that decompounding will probably boost rankings and help retrieve additional documents. Analyzing the impact of decompounding on Hungarian monolingual retrieval is left as future work, though.

ENSM-SE at CLEF 2005: Uses of Fuzzy Proximity Matching Function
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Information retrieval (IR) systems are often based on classical models like the Boolean model or the Vector model. In the first case, the documents from the collection which satisfy the query (a boolean expression) are selected but can not be ranked in a relevance order which is a main drawback. In the second case, the documents and the queries are seen as vectors whose components are the vocabulary terms of the collection. The match between a query (a list of words) and a document is computed with the cosine between the two vectors representations, contrary to the vector model a ranked documents list can be presented to the user.

However, several systems extend boolean systems. In particular, we focus on the system which provides the NEAR operator. This operator is a kind of AND but with the constraint that the different terms are within a window of size n. But this type of system is also limited by the lack of relevance ranking. In the literature, we found three methods (Clarke et al., Hawking et al. and Rasolofo et al.) directly based on proximity. They have their own way to select the intervals containing the query terms and score these intervals and then score the whole document. Moreover, the passage retrieval methods use indirectly the notion of proximity because ranking is done by selecting documents which have passages with high density of query terms so it is linked to term proximity. So, based on the idea that the closer the query terms are in a document, the more relevant this document is, we propose an IR method based on a fuzzy proximity degree of term occurrences to compute document relevance to a query and rank document with respect to fuzzy proximity value. Our model is able to deal with Boolean queries, but contrary to the traditional extensions of the basic Boolean IR model, it does not explicitly use a proximity operator. 

The fuzzy proximity is controlled with an influence function. We can use different forms of function: triangular, Gaussian etc... and the support of the function is limited by the k  constant. For a query term in a document, the maximum value is reached at each occurrence and decrease on each side to 0 with respect to the type of influence function. When several occurrences of the same term share the area of influence the maximum value (i.e from the nearest occurrence) is taken. Like in the fuzzy IR model, we use minimum (rep. maximum) to eval conjunctives (resp. disjunctives) nodes. Finally, we have a fuzzy proximity value to the query for each position in the document and the score is the integration of the function obtained for the document. 

For the experiments, we index the CLEF 2005 French AdHoc Collection with Lucy IR system. We compare the results obtained by Lucy only (Okapi BM-25 score) and by Lucy with fuzzy proximity "plus" Lucy. In other words, we add documents retrieved by Lucy on the topfile list if our method does not retrieved thousand documents. We deal with two types of queries, constructed automatically with the title words or constructed manually with title and sometimes description words (we add plurals and derivation of words to retrieve more documents with our method). In the officials runs we submit runs with k constant equal to 20, 50 and 80, however our fuzzy proximity method is better than Lucy with k equal to 200 or 100. We think that to increase performance of fuzzy proximity method, we have to include a stemming step before indexing and use a thesaurus to automatically construct the queries.
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Hummingbird participated in the 4 monolingual information retrieval tasks (Bulgarian, French, Hungarian and Portuguese) of the Ad-Hoc Track of the Cross-Language Evaluation Forum (CLEF) 2005. In the ad hoc retrieval tasks, the system was given 50 natural language queries, and the goal was to find all of the relevant documents (with high precision) in a particular document set. We conducted diagnostic experiments with different techniques for matching word variations and handling stopwords. We found that the experimental stemmers significantly increased mean average precision for the 4 languages. Analysis of individual topics found that the algorithmic Bulgarian and Hungarian stemmers encountered some unanticipated stopword collisions. A comparison to an experimental 4-gram technique suggested that Hungarian stemming would further benefit from decompounding. A blind feedback technique which significantly increased mean average precision for some languages was also significantly detrimental to the rank of the first relevant retrieved for one language.
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Our paper describes our participation in monolingual tasks at CLEF-2005. In this research we have worked in the following languages: English, French, Portuguese, Bulgarian and Hungarian. Our task has been focused on using combined different size passages to improve the Information Retrieval process. Once we have studied the experiments which have been carried out and the official results at CLEF, we have realized that this combining model gets better the achieved scores considerably. 

Information Retrieval systems based on passages (PR) determine the relevance of a document regarding to a question. This relevance is obtained from the similarity of different fragments in this document regarding to the same question. This models not only improves the location of relevant documents, but also let us to find the most relevant part of the document accurately. This last advantage allows us that these systems which are used in other tasks as Question Answering (QA). 

PR systems are classified according to how the passages are determined in each document. IR-n system is a PR system which defines the passages based on a fixed number of sentences. This provides the passages with some syntactical content. Last year our researches with the IR-n system were based on detecting the suitable size for each collection (to experiment with test collection), but determining the similarity of a document based on the passage with more similarity. This year the score which is given to each document is based on the similarity of several size passages. 

The present year, technique called 'combined passages' has been developed. The model consists of applying similar techniques for merging relevant document lists in multilingual task but using relevant passage lists of different size. This model consists of using different size passages in order to get relevant document lists. The list which have been obtained are combined sequentially. 

Our model increases the performance on the base system. The percentage of improvement in the combined model is around 4% of increase avgP in every language (except for Bulgarian). Our results are above average in all languages appreciably, except for Bulgarian where the results are below average. 

PR model uses similarity values of three different size passages for each document in order to obtain the similarity of document regarding the question. This model has allowed us to improve the results around 4% according to models which used only a fixed size passage. IR-n architecture allows us to realize this increase of steps in combined model without improving speed process considerably. 

Lastly, we outline the future directions that we plan to undertake not only to improve this model, but also to be applied it in Question Answering task.
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This year, the SICS team decided to concentrate on query processing and on the internal topical structure of the query: we have identified this as one of the major bottlenecks for cross-lingual access systems.

In previous years, the SICS team has investigated, among other issues, how to translate compounds. Compound translation is non-trivial due to dependencies between compound elements and has been treated in various ways in the treatment of compounding languages such as Swedish.  We decided this year to investigate the topical dependencies between query terms, under the hypothesis that the complexity of translating compounds is a special case of the more general case of understanding the respective topicality of query terms.

The question under investigation is how much each query term contributes in terms of topicality in the documents of the collection under consideration. If a query term happens to be non-topical or noise, it should be discarded or given a low weight when ranking retrieved documents; if a query term shows high topicality its weight should be boosted. Our base system is used with two different enhancements to test the hypothesis that boosting topically active terms is beneficial for retrieval results. 

Both schemes are based on the analysis of the distributional character of query terms: one using similarity of occurrence context between query terms; the other using the likelihood of individual terms to appear topically in text. 

These are two different avenues of analysis and will most likely provide different results if pursued further than these initial experiments. 

The results of the boosting schemes delivered uncontroversially improved results.  These results will provide impetus for the further study of translation of complex terms, the question which first prompted this set of experiments in the first place.

MIRACLE’s 2005 Approach to Monolingual Information Retrieval
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Our paper presents the 2005 MIRACLE’s team approach to Monolingual Information Retrieval. The goal for the experiments in this year was twofold: continue testing the effect of combination approaches on information retrieval tasks, and improving our basic processing and indexing tools, adapting them to new languages with strange encoding schemes. The starting point was a set of basic components: stemming, transforming, filtering, proper nouns extracting, paragraph extracting, and pseudo-relevance feedback. Some of these basic components were used in different combinations and order of application for document indexing and for query processing. Second order combinations were also tested, by averaging or selective combination of the documents retrieved by different approaches for a particular query.

Except for Portuguese, the best results obtained came from runs that were not submitted, since we obtained worse results using the 2004 queries and qrels than with the submitted ones. We think that this behaviour can be explained since the results depend to a great extent on the different topics selected each year.  It is worth to note that we obtained the best results using the narrative field of the topic queries in all cases, as well as the standard processing approach (SR runs).

We expected to have had better results using combinations of proper nouns indexing with standard (SR or ST) runs, as it seemed to follow from the results from 2004 campaign, but it has not been the case. It is clear that the quality of the tokenization step is of paramount importance for precise document processing. We still think that a high-quality entity recognition (proper nouns or acronyms for people, companies, countries, locations, and so on) could improve the precision and recall figures of the overall retrieval, as well as a correct recognition and normalization of dates, times, numbers, etc.  Pseudo-relevance feedback has not performed quite well, but we run quite few experiments to extract general conclusions. On the other hand, these runs had a lot of querying terms, what made them very slow.

Regarding the basic experiments, the general conclusions were known in advance: retrieval performance can be improved by using stemming, filtering of frequent words and appropriate weighting.

Future work of the MIRACLE team in these tasks will be directed to several lines of research: (a) Tuning our indexing and retrieval trie-based engine in order to get even better performance in the indexing and retrieval phases, and (b) improving the tokenization step; in our opinion, this is one of the most critical processing ones and can improve the overall results of the IR process. A good entity recognition and normalization is still missing in our processing scheme for these tasks. We need better performance of the retrieval system to drive runs that are efficient when the query has some hundred terms, as occurs when using pseudo-relevance feedback. We need also to explore further the combination schemes with these enhancements to the basic processes.
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Our Working Notes paper describes CLEF 2005 from the point of view of our contribution to the organisation of the tracks for Portuguese. In addition to "representing" Portuguese in the adhoc and QA tracks as last year, we ventured into three new tracks, with mixed success. 

In 2005, two new tracks featured Portuguese as a query option to other language collections, namely ImageCLEF and GeoCLEF, and the WebCLEF organisers made available a Web collection including Portuguese, in which we did not participate. We were asked to translate geographical queries and image captions into Portuguese, and produce some Web topics. While adhoc monolingual and crosslingual topics, as well as questions and answers in Portuguese, had an underlying newspaper collection in Portuguese, which we helped to create, our intervention in the three new tracks was very slight indeed. It is not very surprising, therefore, that after analysing the resulting material we conclude that adding a language by simply translating topics for other collections and cultures is not a sensible way to produce evaluation materials to deal with Portuguese in CLIR. We thus present a somewhat critical view of the three new tracks, namely WebCLEF, GeoCLEF and ImageCLEF, with respect to Portuguese, respectively in sections 2 to 4. Section 5 describes an improved adhoc IR track and some of the options we followed relative to varieties of Portuguese, while Section 6 presents the QA track and our views about its future. We end the paper by presenting and discussing the Brazilian collection added this year to CLEF. The main points of the paper can be stated as follows: 

· The Portuguese part of the EuroGov collection has 70% of its pages coming from the same host; comparing with other available and documented crawls it has missed approximately half of the government hosts; therefore it falls short of providing a good sample of the Portuguese Web. 

· GeoCLEF relations and concepts are not rigorously defined, making their translation or interpretation in another language very difficult indeed, and therefore compromising what one is supposed to evaluate. 

· The translation of ImageCLEF's captions provided us with a wealth of translation problems to be dealt with, showing that the need to investigate what kind of captions or labels are appropriate is much more language or culture dependent than a priori expected. 

· If one is dealing with biased collections (that is, collections in other languages only), it appears that, to improve state of the art CLIR systems, one should provide literal translations (instead of good, idiomatic, translations) in order to improve recall. We name this the CLIR organizer's paradox: should we try to help the system or get closer to the user instead? 

· Given the new temporal span of the collections used in adhoc IR, the kind of topics became more homogeneous, dropping once-only events, which we consider an advantage. 

· We argue that QA changes from last year's setup were not well motivated. In order to turn this track into a more realistic evaluation setup, we suggest different evaluation strategies and a modified task description. We also propose some objective measures of the difficulty of QA pairs. We note, nevertheless, that real progress can be appreciated in the participating systems' performance, which is an obvious measure of success of the QA track. 

Although this extended abstract may give a too negative picture of CLEF 2005 from a Portuguese point of view, it should be stressed that developing evaluation materials and setups for CLIR is a complex task, and that we value the chance we are given to help shaping future tracks. Some of the problems described at length in the paper should not be read as a criticism to the track organizers, but simply the result of realizing that dealing with contrasts between languages and the translation among them is not easy. In fact, we need precisely this practically oriented campaign to come to terms with and eventually overcome them.
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This extended abstract describes the Berkeley 1 participation in the Domain Specific task for CLEF 2005. This year we submitted the minimum number of entries for each subtask (3 monolingual runs, 6 bilingual runs, and 3 multilingual runs). In our runs we employed retrieval algorithms data fusion methods that have performed relatively well in some other retrieval contexts, but which will almost surely be abandoned in later attempts at CLEF. The main technique being tested is the fusion of multiple probabilistic searches against different XML components using both Logistic Regression (LR) algorithms and a version of the Okapi BM-25 algorithm. We also combine multiple translations of queries in cross-language searching. In the following paragraphs we will briefly describe the indexing and term extraction methods used, followed by a description of the retrieval algorithms and data fusion methods. Since this is the first time that the Cheshire system has been used for CLEF, this approach can at best be considered a very preliminary base testing of some retrieval algorithms and approaches. For both the monolingual and bilingual tasks we indexed the documents using the Cheshire II system. The document index entries and queries were stemmed using the Snowball stemmer.

Text indexes were created for separate XML elements (such as document titles or dates) as well as for the entire document. The techniques and algorithms used for the DS task were essentially identical to those that we used for the GeoCLEF task, but without the special geographic indexes used for GeoCLEF (our GeoCLEF track paper describes the algorithms and approaches in detail).

For the bilingual and multilingual search tasks we used combinations of up to three different MT systems for query translation, using the L&H PC-based system, SYSTRAN (via Babelfish), and PROMT. Each of these translations was combined into a single probabilistic query. The hope was to overcome the translation errors of a single system by including alternatives. However, for translation to Russian from German and English, only the PROMT MT system was available. We tried only a single primary approach for searching, using only the topic text from the title and desc elements. In all cases the different indexes mentioned above were used, and probabilistic searches were carried out on each index with the results combined using the CombMNZ data fusion algorithm algorithm developed by Shaw and Fox [1]. The CombMNZ algorithm merges result lists, normalizing the scores in each list and increasing scores for items based on the number of result lists that they appear in, while penalizing items that appear in only a single list. For all searches we used both the Berkeley TREC3 and the Okapi BM-25 algorithms, with the results from each algorithm were also combined using the CombMNZ algorithm.

The results did not have very good performance. Relative to our German and English result, the Russian results look fairly good (we suspect that this may be due to the smaller number of participants). We consulted with the Berkeley2 group (who were using a different system and algorithms) to find what the primary differences were. Among the beneficial techniques used in those runs are 1) query expansion from the thesaurus, 2) automatic de-compounding of German words and 3) application of blind relevance feedback. We are conducting further tests adding these techniques and hope to have results to report at the meeting. The official submitted runs can be considered preliminary baselines that, we hope, will be improved upon in the future.

Domain-Specific Russian Retrieval: A Baseline Approach
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Domain-specific retrieval has been a track in CLEF since the beginning with the GIRT collections.  This year CLEF Domain-specific included a Russian social science abstract collection and the topics were available in German, English and Russian for experiments with all DS collections.   Berkeley group 2 chose to perform some very straightforward experiments in retrieval of Russian documents using queries derived from topics in all three languages.  Thus we performed two runs with monolingual Russian retrieval and one cross-lingual run each with German topics and English topics.  Query translation was done using the online PROMT translator (www.translate.ru) which prior experience had shown to produce more useful translations than the SYSTRAN translation system (babelfish.altavista.com).

Runs and Results:

The first monolingual Russian run and the two bilingual runs were made using the required Title and Description (T-D) fields.  The second monolingual run used the Title, Description and Narrative (T-D-N) fields.  The T-D run (BK2MLRU1) achieved overall mean average precision of 0.304 with 9 best-of-topic results out of the 25 topics. Interestingly, the T-D run performed 30 percent higher than the T-D-N monolingual run (BK2MLRU2) had mean average precision of only .235,  We speculate that this is because over half the documents in the collection only have a <TITLE> field and not a <TEXT> field,  Topic 150 Поведение во время телепередач (Television Behaviour) retrieved zero relevant documents from all DS monolingual runs, while bilingual runs to the Russian found only two relevant document with best average precision of 0.0178.

The German-Russian bilingual run BK2BLGR1 (MAP of 0.233) performed twenty nine percent better than the English-German run BK2BLER1 (MAP of 0.181).   Much of this difference can be attributed to topic 143 Отказ от курения (Giving up Smoking) where the German translation seems to have been more accurate than the English one.  The G-->R precision for topic 143 was 1.0 while the E-->R precision was 0.0094.

Conclusions:

We believe we achieved our goal of providing a baseline performance for the Russian Domain Specific collection of CLEF.  We believe our results provide a foundation from which more sophisticated experiments can be developed which leverages the controlled vocabulary indexing of the CLEF DS collections. Unfortunately the collection itself has some limitations:  only 50 percent of the documents have a text field (47,130 documents) and only 12 percent have been indexed by the controlled vocabulary (11,403 documents).  For the future of CLEF domain specific Russian to be interesting and successful, substantially more documents will need to have indexing keywords assigned.

University of Hagen at CLEF 2005: Towards a Better Baseline for NLP Methods in Domain-Specific Information Retrieval
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The third participation of the University of Hagen in the German Indexing and Retrieval Test (GIRT) task of the Cross Language Evaluation Campaign (CLEF 2005) aims at providing a better baseline for experiments with natural language processing (NLP) methods in domain-specific information retrieval (IR). 

Our monolingual experiments with the German document collection are based on a setup combining several methods to achieve a better performance. The setup includes an entry vocabulary module (EVM), query expansion with semantically related concepts, and a blind feedback technique. The monolingual experiments focus on comparing two techniques for constructing database queries: creating a 'bag-of-words' and creating a semantic network by means of a syntactico-semantic parser for a deep linguistic analysis of the query. The best performance in the official experiments was achieved by a setup using staged logistic regression, a query expansion with semantically related concepts, an entry vocabulary module, a deep linguistic analysis of the query, and blind feedback (0.2875 mean average precision (MAP)). Additional experiments showed a performance improvement when changing to the basic OKAPI BM25 search (0.3878 MAP). 

For the bilingual experiments, the English topics are translated into German queries with several machine translation services available online (Systran, Free translation, WorldLingo, and Promt). Each set of translated topics is processed separately with the same techniques as in the monolingual experiments. The best performance was achieved with a query translation by Promt with a simple keyword extraction from the translation (0.2399 MAP with a staged logistic regression approach vs. 0.2807 MAP with OKAPI BM25).

How One Word Can Make all the Difference – Using Subject Metadata for Automatic Query Expansion and Reformulation
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Query enhancement with domain-specific metadata (thesaurus terms) is analyzed for monolingual and bilingual retrieval on the GIRT social science collection. 

We describe our technique of Entry Vocabulary Modules (EVM), which suggests thesaurus terms for query enhancement. This technique statistically calculates an association rank for natural language terms in document titles and abstracts and controlled vocabulary terms from the thesaurus. Each document word – thesaurus term pair receives a weight determining whether they are closely associated. For query enhancement, query words are submitted to the Entry Vocabulary Modules and associated thesaurus terms are retrieved. The highest ranked thesaurus terms are added to the query. We experiment with 2 merging schemes to enhance queries. 

In the first strategy, all query words are submitted to the Entry Vocabulary Module and the highest ranking thesaurus terms for the whole set of words are determined, looking at absolute ranking values of the associated thesaurus terms. If a thesaurus term is associated with more than one query word, its respective association ranks are added. Empirical experience asserts that using only the title of the query for EVM look-up works better because the query title contains few but important terms. We added five thesaurus terms to each query. The second strategy looks up every individual query word in the EVM and adds the two highest ranked thesaurus terms per query word to the query. Due to stop word-removal and title-only look-up, we only added between two and eight thesaurus terms to each query. This round-robin merging strategy generally achieved higher retrieval results than the absolute ranking one. 

It is shown that this type of query enhancement outperforms the basic run of title and description in both English and German monolingual retrieval. Query enhancement with thesaurus terms also outperforms title-only runs, which are more realistic for real user behaviour (at most 2-3 search terms) recommending this technique for application in query-formulation support. Furthermore, in a query-by-query analysis, in about half of the cases (12 of 25), the title+thesaurus term run outperforms the title+description run. 

For bilingual retrieval, we used the EVM technique for translation. We compared machine translation, thesaurus matching (which matches query words with thesaurus words in a string search) with EVM thesaurus term suggestions (replacing query text). Because of the multilingual nature of the thesaurus (thesaurus terms are provided in English and German), we can use a simple substitution to translate German thesaurus terms in English ones and vice versa. A comparison of average precision scores for machine translation (EN-DE 0.3532; DE-EN 0.3917), thesaurus matching (EN-DE 0.3558; DE-EN 0.3052) and EVM (EN-DE 0.3236; DE-EN 0.3339) shows machine translation to be slightly better, but a comparison query-by-query (out of 25) shows that thesaurus matching (EN-DE best in 11, DE-EN best in 9) and EVM (EN-DE best in 8, DE-EN best in 8) can hold its own against machine translation (EN-DE best in 6, DE-EN best in 8) demonstrating the value of high-quality search words. Using EVM as a query enhancement technique, which adds thesaurus terms to machine translated queries, also clearly improves results over the base runs. 

The paper takes a closer look at individual queries and how the query enhancements (or substitutions in bilingual retrieval) can change retrieval results quite dramatically. A query-by-query analysis provides deeper insight into strengths and weaknesses of strategies and serves as a cautionary reminder that average precision scores don’t always tell the whole story.

Evaluating a Conceptual Indexing Method by Utilizing WordNet
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Aim: The objective of our participation in the English GIRT task in 2005 was to evaluate the use of a conceptual indexing method based on the WordNet lexical database. The technique consists in detecting mono and multiword WordNet concepts from both documents and queries and then in using them as a conceptual indexing space. Terms not recognized in WordNet (less than 8%) are also added to complete the representation. Even though they are not useful at the expansion stage, they are used to compare documents and queries at the searching stage. 

Principle: The principle involves, being given a document (resp. a query), mapping it onto WordNet and then to extract the concepts (mono and multi terms) that belong to WordNet and appear in the text of the document (resp. the query). The extracted concepts are then weighed and marked using part of speech information (POS) to facilitate their expansion. The expansion which we call Short Expansion (or SE) amounts to expanding from the document mono sense WordNet terms (having only one sense) by using all of their synonyms extracted from the synset they belong to, and only one of their hypernym concepts (belonging to their hypernym synset). The indexing method may or may not use expansion and stemming (according to the run). It includes classical keywords indexing by adding the terms that do not belong to WordNet dictionary. A total of all, five runs were carried out. 

Results: The first remark, when comparing our submitted runs, is that using only title field from the topics (runs C_T and CWN_T) seems to bring better results. The second remark concerns the use of term stemming. Results showed that stemming indexing terms (run C_T) is slightly better than not stemming them (run CWN_T) when we consider only the first retrieved documents. However, by using a more global judgment (MAP), both cases are close. Another remark concerns the Expansion method used in our experiments. Even though it is made so as to avoid the disambiguation problem (only mono sense terms are expanded), expansion does not seem to bring the best results. The best run is obtained without expansion and by using only the title field of the topics (MAP=0.3411). However, the results obtained by the expansion method, when expanding titles, are better than those obtained when the description fields are used in addition to titles in the queries and without expansion. 

Conclusion: So we still believe that a more sophisticated expansion method could bring better results if other types of relations are explored. Indeed, the specificity of the GIRT collection documents may require some adaptation in the expansion process, namely concerning the choice of relations to be used (usefulness of hypernymy relation in the case of social science for instance). Another conclusion concerns the suitability of WordNet for domain specific collections. It appears that WordNet largely covers the vocabulary of the English GIRT collection (more than 90% for the documents and practically the entire vocabulary of the 25 used queries). So WordNet is suitable to be used for this particular collection.
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Our paper reports on our participation in CLEF 2005’s domain-specific retrieval track. The experiments were based on previous experiences with the GIRT document corpus and were run in parallel to the multi-lingual experiments for CLEF 2005. We optimized the parameters of the system with one corpus from 2004 and applied these settings to the domain specific task. In that manner, the robustness of our approach over different document collection was assessed. In previous CLEF campaigns, we tested an adaptive fusion system based on the MIMOR model within the domain specific GIRT track. For CLEF 2005, the parameter optimization was based on a French document collection. The parameter settings were applied to the four language document collection of the multilingual task of CLEF 2005. In addition, we applied almost the same settings to the domain specific track in order to test the robustness of our system over different collections. 

Robustness has become an issue in information retrieval research recently. It has been noted often, that the variance between queries is worse than the variance between systems. Robustness emphasizes stable performance over all topics instead of high average performance. Our system was optimized with the French collection of CLEF 2004. The GIRT runs were produced with only slightly different settings. Previous experiences with the GIRT corpus showed that blind relevance feedback does not lead to good results. Our test runs confirmed that fact and blind relevance feedback was not applied for the submitted runs. Instead, term expansion was based the thesaurus available for the GIRT data. This thesaurus was developed by the Social Science Information Centre. For the query terms, the fields Broader, Narrower and Related term were extracted from the thesaurus and added to the query for the second run. The topic title weights were set to ten, topic description weights to three and the thesaurus terms were weighted with one. This weighting scheme was adopted from the ad-hoc task. For the second mono-lingual run UHIGIRT2, we added terms from the multilingual European terminology database Eurodicautom which was also used for the ad-hoc experiments. However, Eurodicautom contributed terms for very few queries. Most often, it returned "out of vocabulary". 

As bilingual GIRT run, we submitted one English-to-German run. The query and the thesaurus terms were translated by ImTranslator. In addition, the document field “English-translation” was indexed. 

Although, our system has been tested with Russian data at earlier CLEF campaigns and at the ad-hoc task this year, the Russian social science RSSC collection could not be used because it was provided later than the rest of the data.

Interactive Cross-Language Information Retrieval

iCLEF2005 at REINA-USAL: Use of Free On-line Machine Translation Programs for Interactive Cross-Language Question Answering
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For the iCLEF experiment of CLEF 2005 at University of Salamanca, we have explored the use of free on-line machine translation (MT) programs for the interactive Cross-Language Question Answering process (CL-QA), in two aspects: query formulation and displaying information. Two question-document language pairs have been used: Spanish-English and Spanish-French. We used the GOOGLE Linguistic Tools at http://translate.google.com for the translation between first language pair, and SYSTRANSBox at http://w3.systranbox.com for the second. Our cross-language information retrieval system is a standard document retrieval system performing monolingual searches. Passages has been used rather complete documents, but the possibility of examining the context of a passage is intentionally excluded, although it reduces accuracy. For each question-document pair two groups of users were constituted depending if they have good or poor reading skills in document language. The use of on-line MT program for the translation of Spanish queries into document language obtains a high number of right answers for all groups, but better for Spanish-French pair groups, due to French is more closed language to Spanish than English, so the quality of the translations between Spanish and French is better. For our interactive CL-QA experiment, few corrections of translations were necessary in general, fewer for French target language.

“How much context do you need?” An Experiment about Context Size in Interactive Cross-language Question Answering.
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In an Interactive Question Answering system, the decision about the correctness of the answer in factotum questions (or usefulness, satisfaction, or helpfulness in analytical questions) depends on the linguistic context in which the possible answer appears (Maybury 2004). However, there is a specific problem in Interactive Cross-language Questions Answering: the language in which the answer (and the context of the answer) appears is different from the language of the user and, therefore, the language of the question. The user must deal with a language with null or passive knowledge about it. The specific question in this experiment is how much context the users need in order to achieve a satisfactory interaction with the system in a language different from the one of the query. 

We have run two systems. The first one (baseline system) is an Information Retrieval System based on passages (IR-n). This system shows a complete passage of 10 sentences: the maximum context shown to the user. The interaction with the user has been improved with two elements: 

· A Name Entities Recognition system. The NE that appears in the passages and in the query, plus the NE of the possible answer, are marked with different colors. 

· Also, the set of synonyms of each (disambiguated) word of the question is shown to the user. If he/she thinks that it is necessary, he/she can re-run the IR system with the synonyms. That is, the user decides if it is better to use an extended query or not. 

The second system (experimental system) is a preliminary version of a Question Answering system based on syntactic-semantic patterns. This system calculates the syntactic-semantic similarity between the question and the possible answers. Both are formally represented by means of syntactic-semantic patterns, based on the subcategorization frame of the verb. The system shows the user only the clause in which appears the possible answer. A clause is a linguistic unit smaller than the sentence: it is the minimum context. 

It is difficult to establish a fixed context useful for Interactive Question Answering. According to the results of this experiment, for an interactive user interface it is more useful passages, in which more context appear, than a simple clauses, in which the contexts is formed by few words: between a large context or a short context, users prefer the large one. However, for users with poor knowledge of the language of the answer, it is more useful (and fast) to interact with short context. 

The use of a name entity recognition system that show user the possible answer of a passage is really a useful tool for an optimum interaction. However, the use of synonyms in the interaction process is not useful at all. It is more useful during the automatic expansion of the query.

UNED at iCLEF 2005: Automatic Highlighting of Potential Answers
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In our paper, we describe our participation in the iCLEF 2005 track. We have compared two strategies for finding an answer using an interactive question answering system: i) a search system over full documents; and ii) a search system over passages (document's paragraphs). We have added an interesting feature to both system in order to facilitate reading: the possibility to enable/disable the highlighting of named entities such as proper names, temporal references and numbers likely to contain the right answer. 

The Document Searcher obtained better overall accuracy (.53 vs. .45) but our subjects found browsing passages simpler and faster. However, most of them presented a similar search behavior (regarding time consumption, confidence in their answers and query refinements) using both systems. Besides, we discuss these data focusing on the possible causes of failure. 

 All our users considered helpful the highlighting of named entities. They all extensively used the possibility of emphasize proper names, dates and numbers, specially while the first reading of a long document. They also appreciated the way the Passages Searcher automatically highlighted named entities, according to their initial choices. This feature helped to quickly discriminate between relevant and non relevant passages. 

As shown in other CLEF papers, it is necessary to count on a good translation of the documents, using MT systems able to distinguish what should and should not be translated. Therefore, we intend to have a more reliable translation of the collections in the future which, without question, will improve the overall results of any cross-language information retrieval experiment.

Boolean Operators in Interactive Search
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The paper describes the participation of the MIRACLE team in the ImageCLEF interactive search task. The MIRACLE team is made up of three university research groups located in Madrid (UPM, UC3M and UAM) along with DAEDALUS, a leading company in linguistic technologies in Spain founded in 1998 as a spin-off of two of these groups, which is the coordinator of the MIRACLE team. 

Basically, queries consisting of several terms can be processed combining their words using either an AND function or an OR function. From the user’s point of view, the AND approach seems to be more intuitive. If the result set is too large, the search can be refined by including more search terms. If it is too reduced, i.e. too many images have been filtered out from the solution, it can be broadened just reducing the requirements included in the query. The system responses can be made as precise as wanted. On the other hand, the OR approach seems to be less effective from the user’s point of view. The user perceives a more generalised, less precise result, as the more terms are included in the query, the more images are probably recovered. 

A major inconvenient with the AND approach is that the user is forced to use precise vocabulary with query terms that exactly match terms in the index. In a cross-lingual scenario, this approach may be difficult for non-native speakers, particularly in specialised tasks which require domain-specific vocabulary as the one modelled at iCLEF (historic photography in Scotland). In addition, in cross-lingual systems with automatic translation, many terms can turn out to be ambiguous and accept different translation options that cannot simply be concatenated with the AND operator. In such conditions, the OR approach assisted by automatic translation can be a more helpful choice, as it allows less precise vocabulary with ambiguous translations, and also relevance feedback can be used to achieve the search goals. 

Given a cross-lingual Spanish/English system, the idea behind our experiments is to research if there is any difference in retrieval performance when using AND English queries or using OR queries in Spanish (transparently translated into English by the system). Our objective is to analyse if, in the context of an interactive search task, users prefer either a system with higher precision but smaller result sets (the AND monolingual system) or a system which gives more results although less precise (the OR bilingual system). 

Experimental results show that there is no significant difference between both approaches and the search success rate is similar. In our experiment, this rate turns to be rather independent of both the searcher and the system but depends more on the topic.
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The University of Sheffield participated in Interactive Image CLEF 2005 with a comparative user evaluation of two interfaces: one displaying search results as a list (baseline), the other organizing retrieved images into a hierarchy of concepts displayed on the interface as an interactive menu. The concept hierarchy was dynamically generated from the captions of the set of retrieved images: words and noun phrases were extracted and organized into a hierarchy of terms. The hierarchy was then used to generate the menu: each term was displayed together with an image randomly selected from the set associated with the term. The language pair used was Italian as source and English as destination: BabelFish (through AltaVista) was used for the automatic translation of the Italian query into English. The returned translated query was used to search the image collection provided by Image CLEF: historic photographs from St. Andrews University Library. The result interface was then translated into Italian using the Web page translation service offered by AltaVista. 

8 Italian native speakers participated in the evaluation; data were collected through automatic log, screen interactions were recorded in a video for further analysis. Participants were required to find 16 given images, 8 on each system; an initial training (1 task each) allowed the user to familiarize with the system.  Participants were given 5 minutes for each image, though there were left more time if they felt they wanted to search more. This was considered when analysing the data. Questionnaires were collected at the beginning (user profile), at the end of the interaction with a system (system features), and at the end (systems comparison).  

Data was analysed with respect to effectiveness (number of images retrieved), efficiency (time needed) and user satisfaction (opinions from a questionnaire). Effectiveness and efficiency were calculated at both 5 minutes (CLEF condition) and at final time. The list was marginally more effective than the menu at 5 minutes (no statistical significance) but the two were equal at final time showing the menu needs more time to be effectively used. The list was more efficient at both 5 minutes and final time, although the difference was not statistically significant. Users strongly preferred the menu (75% vs. 25% for the list) indicating it is an interesting and engaging feature. 

An inspection of the logs showed that 11% of effective terms (i.e. no stop-words, single terms) were not translated and that another 5% were ill translations. Some of those terms were used by all participants and were fundamental for some of the tasks. Non translated and ill translated terms negatively affected the search, hierarchy generation and, results display. More work has to be carried out to test the system under different setting, e.g. using a dictionary instead of MT that appears to be ineffective in translating users’ queries that rarely are grammatically correct. The evaluation also indicated directions for a new interface design that allows the user to check query translation (in both input and output) and that incorporates visual content image retrieval to improve result organization.

Multiple Language Question Answering

Overview of the CLEF 2005 Multilingual Question Answering Track 

Alessandro Vallin, Danilo Giampiccolo, Lili Aunimo, Christelle Ayache,  Petya Osenova, Anselmo Peñas, Maarten de Rijke, Bogdan Sacaleanu, Diana Santos, Richard Sutcliffe

The general aim of the third CLEF Multilingual Question Answering Track was to set up a common and replicable evaluation framework to test both monolingual and cross-language Question Answering (QA) systems that process queries and documents in several European languages.

As proposed at the CLEF 2004 final workshop, new types of natural language questions and new evaluation measures - namely the K1 value and r coefficient - were introduced in order to build more challenging test sets and to explore systems' self-scoring ability. The document collections were the same as those used in the past campaigns, which disappointed some participants' expectations of using the Web as target.

Nine target languages (Bulgarian, Dutch, English, Finnish, French, German, Italian, Portuguese and Spanish) and ten source languages (the nine target languages plus Indonesian) were exploited to enact 81 - eight monolingual and 73 cross-language - tasks; those with the same target language had the same questions, formulated into different source languages. Because of the difficulty of finding supported answers to the same question in different document collections, there was only a partial overlap between the test sets of different target languages. However, all the test sets were similarly balanced according to question categories.

Twenty-four groups participated in the exercise. Although most of them were from academic institutions, some participants from industry and research institutes also joined in. Sixty-seven runs (in 22 of the 81 tasks) were submitted. Though the number of selected tasks was almost the same as in the previous year, both participants and submissions increased by 40%. The target languages in which most developers tested their systems were English, French and Spanish, with seven participating groups each.

As in previous years, the questions were generated using the CLEF topics as a starting point, and were formulated against large, open domain corpora of news agency reports and newspaper articles in the different languages. All collections covered the same time span, namely 1994-1995, except Bulgarian for which the year 2002 was used instead. Out of a total of 200 questions per language, about 120 were factoids, balanced according to different answer types; 50 were definitions, referring exclusively to organisations and persons; and 20 were NIL questions, i.e. ones with no known answers in the corpora. A novel dimension this year was the introduction of up to 30 questions within the factoids which were "temporally restricted", i.e. constrained by either an event, a date or a period of time. This type of question was first introduced at the CLEF 2004 Spanish Pilot QA task. The actual procedure for question generation was the same as in the previous campaigns. The result was a multilingual collection of questions and [answer-string, docID] pairs, marked up in a format very similar to the Multieight-04 Corpus.

Despite the tasks being more challenging, overall results showed a general increase in performance in comparison to last year, although there were still significant variations between target languages. In 2004 the best performing monolingual system irrespective of target language (henceforth 'best overall') answered 45.5% of the questions correctly, while the average of the best performances for each target language (henceforth 'average of best') was 32.1%. In 2005 the best overall and average of best figures were 64.5% (in the monolingual Portuguese task) and 41.9%. Once again, the cross-language step entailed a considerable drop in performance. In 2004 the best overall and average of best figures for the cross-language tasks were 35% and 25.1% respectively, while this year the values were 39.5% and 24.5%. As far as the answer types are concerned, no significant differences were observed between the two types of definitions (i.e. organisations and persons). Among factoids, systems answered questions referring to locations, persons and temporal expressions better than those that had measures, organisations and other as answer types. Moreover, temporally restricted factoids proved to be quite difficult. In addition to a system's accuracy, the organisers also measured the relation between the correctness of an answer and a system's stated confidence in it. As the K1 measure and the correlation coefficient r indicated, the best systems did not always provide the most reliable confidence score.

The evaluation exercise was successful in terms of participation and confirmed a growing interest in QA in Europe. Nevertheless, some changes seem to be needed in order to make the experiments more realistic. Definition questions are still quite difficult to judge because a good user model has yet to be outlined. In addition, some developers would like to test their systems on the Web, which represents the ultimate multilingual and open domain scenario. As a consequence, a roadmap that provides long-term goals and describes how to achieve them is necessary before starting the next campaign.

A Fast Forward Approach to Cross-lingual Question Answering for English and German 
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The paper describes the development of a question answering system for mono-lingual and cross-lingual tasks for the languages English and German. We developed the question answering system from a document and retrieval focused perspective. The system consists of question and answering taxonomies, named entity recognition, term expansion modules, a multi-lingual search engine based on Lucene and a passage extraction and ranking component. 

The question answering (QA) system developed at the University of Hildesheim for the participation in this years’ QA track at CLEF is mainly based on experience from multi-lingual retrieval in previous years. Our system can do mono-lingual QA and cross-lingual retrieval, both for German and English as topic and document language. The architecture of this basic QA system is based on a retrieval engine developed for multi-lingual ad-hoc retrieval. Further components necessary for a QA system and some for system improvement were developed additionally. As required components we implemented a question and answer taxonomy, a translation utility for automatically translating questions and a passage extraction and ranking passages from the documents. In addition, we integrated a tool for named entity recognition and term expansion. Many of the components were developed within a class for graduate students. All source code was developed with JAVA. 

Previously, we analyzed the impact of named entities on query performance in ad-hoc retrieval and found, that queries are often solved better when named entities are present. As a consequence, we included named entity recognition from the beginning. The goal was, to identify named entities and to create a separate index for them. An analysis of three named entity recognition systems on the CLEF topics showed that the performance is satisfying and can be improved by training. 

For stemming, indexing and retrieval we employed Lucene as it has been used in previous ad hoc experiments. The system searched with the keywords provided and first returned documents. These were split into passages of size of at least 200 characters including the remainder until the next punctuation mark. These passages were again indexed as documents by Lucene and ranked according to a scoring algorithm which rewards the frequency of occurrence of keywords in the passage. The same set of keywords was used for retrieval and ranking. The top ranked passages are returned. A user interface which allows question input and which shows the top three passages has also been developed. A few heuristics were implemented to improve performance. We focused on named entities especially. 

The time and effort dedicated to evaluation was mainly aimed at system stability and the integration of all tools. Parameter tuning based on previous CLEF experiments were not carried out so far. In addition, this year CLEF required a very short answer. Our system returns passages of at least the length 200 and no further processing is done to extract a short answer. This was probably an advantage for our system for definition questions, where the performance was good.

The Oedipe System at CLEF-QA 2005
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Question Answering is at the edge of Information Retrieval and Information Extraction. This position has led to the development of both simple approaches, mainly based on Information Retrieval tools, and very sophisticated ones, that heavily rely on Natural Language Processing tools. Previous evaluations in the Question Answering field have clearly shown that high results cannot be obtained with too simple systems. However, it still seems not clear, or at least it is not a shared knowledge, what is actually necessary to build a question answering system that is comparable, in terms of results, to the best known systems. This is why we have decided to adopt an incremental method for building Oedipe, the question-answering system of the LIC2M, starting with a simple system that we will be progressively enriched. Oedipe was first developed in 2004 for the EQUER evaluation of question answering systems in French. It was designed mainly for finding passage answers and its overall design was not changed for its participation in the French monolingual track of CLEF-QA 2005. The main adaptation we did for CLEF-QA was the addition of a module that extracts short answers in passage answers for definition questions.

The architecture of Oedipe is a classical one for a question answering system. Each question is first submitted to a search engine that returns a set of documents. These documents first go through a linguistic pre-processor to normalize their words and identify their named entities. The same processing is applied to the question, followed by a specific analysis to determine the type of answer expected for this question. This search is performed through three levels of gisting: first, the passages that are the most strongly related to the content of the question are extracted from the documents returned by the search engine. Then, the sentences of these passages that are likely to contain an answer to the question are selected. These sentences can also be considered as passage answers. Finally, minimal-length answers are extracted from these sentences by locating their phrases that best correspond to the question features.

We submitted only one run of Oedipe for the CLEF-QA 2005 evaluation. On the 200 test questions, Oedipe returned a right answer for only 28 questions. These results are not very high but they are coherent with the degree of simplicity of the system. Moreover, they are close to the results of half of the participants to the monolingual track for French, especially if we take into account an evaluation of the difficulty of each question. More generally, a quick analysis of the results of Oedipe shows that such a simple system can be sufficient to answer to around 20% of factoid questions but is totally inefficient for answering to more complex questions such as definition questions. Hence, we will focus our future work on that aspect. A short-term improvement about it could be to make use of the capabilities of LIMA about syntactic analysis for delimiting short answers instead of using an approximate pattern. In a more long-term plan, we would like to elaborate an instance-based approach for extracting short answers, which could avoid to build of a set of manual patterns as it is often done.

Building an XML Framework for Question Answering
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The paper describes the novelties introduced in the Question Answering system developed in the Natural Language Processing and Information Systems Group at the University of Alicante for QA@CLEF 2005 campaign with respect to our previous participations. We took part in the monolingual Spanish task. 

Our system follows the classical pipeline structure, comprising three stages: question analysis, document retrieval and answer extraction. In the question analysis stage, a new question classification module has been developed this year. This module is based on machine learning, so that if we want to apply the system to different languages we only have to change the training corpus. 

For document retrieval we have moved to Xapian, an open source probabilistic information retrieval library, highly adaptable and also flexible enough to cope with documents in different languages. We also used Google in this stage, through its Web API, in other to obtain statistical indicators of answer correctness. As we did last year, depending on the question type a Web search in English is performed to help answer extraction in Spanish. 

In the final answer extraction stage, new filters have been defined to narrow down the set of possible answers and several new heuristics have been added to improve the location of the correct answer. 

Thinking of future developments, this year we have designed a modular framework based on XML that will easily let us integrate, combine, test and share data between system components based on different approaches. We have associated and XML tagset for each stage of the Question Answering process. Every module in these stages adds an XML fragment with the information generated to a common file where the following modules can extract the information required to perform. So, what we finally get is a sort of log file that stores the complete question answering process in XML format. Although our run was limited to Spanish monolingual task, the framework is prepared to store information in different languages together for multilingual purpose. Another benefit of the XML framework is that additional tags could be added on demand if extra information is required for new processes, having not to change functionality in old modules, as the original structure remains the same. 

The results obtained are very similar to the ones obtained in last year competition. The main goal this year was the design of the XML framework for future developments and the inclusion of a new question classification module based on machine learning. In this sense results are encouraging as there seems to be no lost of performance due to the new module, having the additional benefit of being easily adaptable to new languages for multilingual purpose. 

To sum up, the system developed this year can be considered the first step of a full multilingual framework for Question Answering.

A Logic Programming-based Approach to the QA@CLEF05 track
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In the paper the methodology followed to build a question-answering system for the Portuguese language is described. The system has two modules: preliminary analysis of documents (information extraction) and query processing (information retrieval). 

The proposed approach is based on computational linguistic theories: syntactical analysis (constraint grammars); followed by semantic analysis using the discourse representation theory; and, finally, a semantic/pragmatic interpretation using ontologies and logical inference. 

Knowledge representation and ontologies are handled through the use of an extension to PROLOG, ISCO, which allows to integrate logic programming and external databases. In this way it is possible to solve scalability problems like the need to represent more than 10 millions of discourse entities. Databases are defined in ISCO from ontologies. 

Our system uses two different ontologies. One ontology built by us aiming to model common knowledge, such as, geography (mainly places), and dates; this kind of knowledge is important to correctly extract facts from the documents and to be able to answer questions about places. The ontology defines places (cities, countries, …) and relations between places. And another ontology generated automatically from the document collection; this ontology, although being very simple, allows the representation of the domain knowledge. 

Semantic/pragmatic interpretation tries to reinterpret semantical information, taking into account the considered ontology. This process receives as input a discourse representation structure, DRS, and it interprets it using rules obtained from the knowledge ontology and the information in the database. 

The knowledge base for the pragmatic interpretation is built from the ontology description in ISCO. The inference in the knowledge base uses abduction and finite domain constraint solvers. 

The semantic/pragmatic interpretation of a question is done using the ontology of concepts. First, we keep the referent variables of the question and we try to prove the conditions of the DRS in the knowledge base. If the conditions can be satisfied in the knowledge base, the discourse referents are unified with the identifiers (skolem constants) of the individuals. The next step is to retrieve the words that constitute the answer. We should retrieve the conditions about an identified referent A and choose which ones better characterize the entity. Our first option is to choose a condition with the predicate name. However, it is not always simple to find the adequate answer to a question and we had to use a heuristic that uses syntactic and semantic information, to choose the best words to answer a question.

Another problem is that several answers, supported by different sentences, may exist for a specific question.

In CLEF05 we decided to calculate all possible answers and to choose the most frequent one. CLEF05 also imposes that the answer is supported by a single sentence in a specific document. Our system is able to obtain answers with conditions in several documents but we constrained the system to obtain only answers with referents introduced in the same sentence. 

The system was evaluated under the CLEF'05 question and answering track with a collection of documents from two newspapers: Público (Portuguese) and Folha de São Paulo (Brazilian).

University of Hagen at QA@CLEF 2005: Extending Knowledge and Deepening Linguistic Processing for Question Answering
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The German question answering (QA) system InSicht participated in QA@CLEF for the second time. It relies on complete sentence parsing, inferences, and semantic representation matching. This year, the system was improved in two main directions. First, the background knowledge was extended by large semantic networks and large rule sets. InSicht's query expansion step can produce more alternatives using these resources. A second direction for improvement was to deepen linguistic processing by treating a phenomenon that appears prominently on the level of text semantics: coreference resolution. A new source of lexico-semantic relations and equivalence rules has been established based on compound analyses. 

WOCADI's compound analysis module determined the structure and semantics of compounds when parsing the German QA@CLEF corpus and the German GIRT (German Indexing and Retrieval Test database) corpus. The compound analyses were used in three ways: to project lexico-semantic relations from compound parts to compounds, to establish a subordination hierarchy between compounds, and to derive equivalence rules between nominal compounds and their analytic counterparts, e.g. between `Reisimport' (`rice import') and `Import von Reis' (`import of rice'). Another source of new rules were verb glosses from GermaNet, a German WordNet variant. The glosses were parsed and automatically formalized. 

The lack of coreference resolution in InSicht was one major source of missing answers in QA@CLEF 2004. Therefore the coreference resolution module CORUDIS was integrated into the parsing during document processing. The resulting coreference partition of mentions (or markables) from a document is used to derive additional networks where mentions are replaced by mentions from the corresponding coreference chain in that partition. The central step in the QA system InSicht, matching (one by one) semantic networks derived from the question parse to document sentence networks, was generalized. Now, a question network can be split at certain semantic relations (e.g. relations for local or temporal specifications); the resulting semantic networks are conjunctively connected. To evaluate the different extensions, the QA system was run on all 400 German questions from QA@CLEF 2004 and 2005 with varying setups. Some of these extensions showed positive effects, but currently they are minor and not yet statistically significant. At least three explanations play a role. First, the differences in the semantic representation of questions and document sentences are often minimal and do not require much background knowledge to be related. Second, there are some questions that need a lot of inferential steps. For many such inference chains, formalized inferential knowledge like axioms and meaning postulates for concepts are missing. Third, the low recall values of some natural language processing modules, e.g. the parser and the coreference resolution module, can cause a missing inferential link and thereby a wrong empty answer. Work on the robustness of these modules will help to answer more questions correctly.

Question Answering for Dutch using Dependency Relations

Gosse Bouma, Jori Mur, Gertjan van Noord, Lonneke van der Plas, Jörg Tiedemann

Information Science

Rijksuniversiteit Groningen

Postbus 716, 9700 AS Groningen

fgosse,mur,vannoord,vdplas,tiedemang@let.rug.nl

Joost is a monolingual QA system for Dutch which makes heavy use of syntactic information. Most questions are answered by a combined of keyword-based IR and linguistic techniques. Given a list of keywords extracted from the question, we use the IR-system Zettair to return a list (of maximally 40) relevant paragraphs. Next, potential answers are identified and ranked using a number of clues. Apart from obvious clues (i.e. IR-score and the frequency with which the answer is found), we also use syntactic structure to identify and rank answer strings. 

Questions and potential answers are parsed syntactically, using Alpino, a wide-coverage stochastic parser for Dutch, which identifies dependency relations. For QA, a Named Entity Classifier has been integrated, and disambiguation of questions has been improved. 

Dependency relations are used in question analysis, in answer string extraction, and for ranking various potential answers. For instance, a date expression which occurs as a modifier of an event also mentioned in the question, is given a higher score than a date expression which merely occurs in the same sentence as the event. In addition, answers from sentences which exhibit the same syntactic structure as the question (measured in number of matching dependency relations) are given a higher score than answers from sentences with a different syntactic structure. Systematic syntactic variation is accounted for by implementing a set of equivalences over dependency relations.

For a limited number of question types (13), the corpus has been searched off-line, for potential answers. Whereas previous approaches have used regular expressions to extract the relevant relations, we use patterns defined in terms of dependency relations. To this end, the whole corpus has been analyzed syntactically (resulting in 25 Gb of dependency trees stored in XML). The number of extracted relation tuples varies from 141 (for Nobel Prize winners) to 46.589 (for names of persons with a specific function in an organization). We also extracted all appositions involving a named entity from the corpus. The resulting database is used to improve the performance of our system for answering WH-questions (i.e. "Which vulcano erupted in June 1991?") and for answering definition questions (i.e. if "Guus Hiddink" occurs often with the apposition "national team coach", it should be included in the answer to the question "Who is Guus Hiddink?"). 

On the Dutch monolingual task, Joost returned the correct answer for 62 of the 114 factoid questions (54%), 7 of the 26 temporally restricted questions (27%) and 30 of the 60 definition questions (50%). Overall, 99 of the 200 questions were answered correctly (49.5%). 46 of the 140 (temporally restricted) factoid questions were assigned a question type for which answers had been extracted off-line. 36 of these questions were actually answered by using the off-line method. For 52 of the 60 definition questions, information from the apposition relation table was used to provide an answer.

Term Translation Validation by Retrieving Bi-terms
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For our second participation in the Question Answering task of CLEF, we kept last year's system named MUSCLEF, which uses two translation strategies implemented in two modules. The multilingual module MUSQAT analyzes the French questions, translates "interesting parts", and then uses these translated terms to search the reference collection. The second strategy consists in translating the question in English and applying QALC our existing English module. Our purpose in the paper is to analyze term translations and propose a mechanism for selecting correct ones. 

We use mono and bi-terms for selecting documents. Bi-terms are extracted from noun phrases, and are composed of an adjective plus a noun or two nouns. Thus we favour documents that contain bi-terms over document that contain sparse mono-terms. In order to take into account linguistic variations, not only the terms, but also their variant are searched in documents. For that purpose, we use Fastr. In the bilingual system MUSQAT, French terms are translated in English by using two dictionaries, Madic-Dic and FreeDic, that give several translations for each words. As almost none of the bi-terms exist in the dictionaries, we translate them using mono-term translations. For each mono-term, some translations are correct, but other are not relevant in the question context. Our hypothesis is that if we find some bi-terms or their variants in texts retrieved by the search engine, that would confirm the translation of the mono-terms they are made of, and we could discard translations that are non found in bi-terms.

Thus we had realized a manual evaluation of the translation of the bi-terms extracted from CLEF04 questions and produced by using only Magic-Dic dictionary, and we found that 60% of the correct translations were found in texts. So, we applied a filter that kept only translations found in bi-terms, and for augmenting the coverage of the translations, we added translations proposed by the MT system we had used last year, Systran, whose translations where globally correct. We then applied MUSQAT with this new set of terms and evaluated its results at different stages: document selection, sentence weighting and answer extraction, by using patterns of the correct answers. 

Results were only slightly better and not significant enough to lead to a modification of our system. So, this year, we only improved the dictionary coverage by using two dictionaries and we also have filtered non English translations by discarding words our search engine was not able to find in documents. These kinds of errors come from our principle that consists in keeping French words without diacritic when they do not exist in the dictionaries, because these words are often proper nouns, and this heuristic is often true for them, essentially for person names.

In conclusion, our evaluation of bi-terms translation leads us to the conclusion that bi-term translations found in corpus can confirm their mono-term translations. However, the resulting improvement of our bilingual module did not lead to a very different behavior of our whole QA system: too few bi-terms are found, even when searching also for their variants. It can be because the corpus considered for this research was not big enough (it was made of the 1000 passages retrieved for each question). So, we are now realizing such a validation on a bigger corpus.

Exploiting Linguistic Indices and Syntactic Structures for Multilingual Question Answering: ITC-irst at CLEF 2005
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This year we participated in 4 QA tasks: the Italian monolingual, Italian-English, Bulgarian monolingual, and Bulgarian-English. 

Regarding the Italian monolingual task, we did not modify our system with respect to the previous year. 

In the Bulgarian monolingual task we participate for the first time, therefore we had to build a new QA system for Bulgarian - "Socrates 2". It makes use of some tools and resources from the on-line QA system "Socrates". "Socrates 2" is based on linguistic index and sentence based information retrieval. Answer extraction is performed considering keyword density and IDF. For definition questions the system uses a system of lexico-syntactic templates already tuned and tested in the on-line demo "Socrates" "Socrates 2" achieved promising results (40% definition question, 25% factoids, 17.7% temporal questions) considering the simplicity of the QA approach used and the fact that for the first time Bulgarian is considered target language. 

This year we augmented the role of the linguistic processing in our QA system DIOGENE. In particular we experimented in the cross-language tasks with two novel approaches: a tree edit distance algorithm for answer extraction and syntactic based Information Retrieval (IR). Although these syntactic based approaches did not bring the expected results, we regard these experiments as a step towards strengthening the linguistic framework on which our QA system is based. Moreover, we developed a new model for indexing of syntactic structures called Syntactic Network (SyntNet). We intend to use the SyntNet model for lexical acquisition and answer extraction. The SyntNet model allows for efficient detection of syntactic structures and calculation of their frequency.

The TALP-QA System for Spanish at CLEF-2005
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Our paper describes TALP-QA, a multilingual open-domain Question Answering (QA) system that processes both factoid (normal and temporally restricted) and definition questions. The system is described and evaluated in the context of our participation in the CLEF 2005 Spanish Monolingual QA task. 

 Factoid Questions are processed using a typical QA architecture: Question Processing (QP), Passage Retrieval (PR) and Answer Extraction (AE). During the Question Processing phase a set of general purpose NLP tools are used: Freeling, ABIONET, Tacat, EuroWordNet (EWN), and Gazetteers. Then, the Passage Retrieval phase uses Lucene for extracting the relevant passages. The PR algorithm uses a data-driven query relaxation technique based on changing keyword priorities and passage sizes. Our approach to extract answers from factoid questions is to build a semantic representation of the questions and the sentences in the passages retrieved for each question. A set of Semantic Constraints (SC) are extracted for each question. An answer extraction algorithm extracts and ranks sentences that satisfy the SCs of the question. If matches are not possible the algorithm relaxes the SCs structurally (removing constraints or making them optional) and/or hierarchically (generalizing the constraints using a taxonomy). This approach is the same that we used last year with improvements in all the subsystems, the most important improvements are: a new Question Classification system based on hand-made rules and the use of Geographical gazetteers and a new Measure NERC in the QP phase, a Coreference Resolution algorithm is used after Passage Retrieval phase. 

Some improvements have been done to the Factoid processing architecture in order to deal with temporally restricted questions. A grammar to detect temporal expressions has been used during Question Processing phase, and a special search based on temporal constraints has been added to the PR subsystem with the aim of retrieve passages that satisfy temporal restrictions. 

Definitional questions are treated using a different QA architecture. The answers to definition questions are retrieved in three steps: first, the 50 most relevant documents with respect to the target to define are retrieved, from which the passages referring to the target are retrieved; second, sentences referring to the target are extracted from the previous set of documents, and last a defining sentence is selected, which will be the answer given by the system. 

 Out of 200 questions, our system provided the correct answer to 58 questions in run1 and 54 in run2. Hence, the global accuracy of our system was 29% and 27% for run1 and run2 respectively. In comparison with the results of the last evaluation (CLEF 2004), our system has reached a little improvement (24% and 26% of accuracy). 

The accuracy over factoid questions is 27.97% (run1) and 25.42% (run2). For factoid QA, our system has obtained good results in the following type of questions: location and time. On the other hand, our system has obtained a poor performance in the classes: measure and other. 

From a total set of 50 definition questions, 18 have been correctly answered by our system. The main cause of error has been the failure to correctly extract the exact sentence defining the target, as in 15 questions there were more words than just the definition, and thus the answer was marked as inexact. Otherwise, 33 questions would have had a right answer, and thus a 66% performance would have been achieved. 

Finally, the accuracy over temporal factoid questions is 21.88% (run1) and 25.00% (run2). We detected poor results in the Passage Retrieval subsystem for these questions because some questions have nested questions.

Priberam’s Question Answering System for Portuguese
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The paper describes the work done by Priberam to develop a QA system for Portuguese. The system was built using the company’s NLP workbench and information retrieval technology. Special focus is given to the question analysis, document and sentence retrieval, and answer extraction stages. The paper discusses the system’s performance in the context of the QA@CLEF 2005 evaluation. 

Our approach relies on previous work done for the Portuguese language module of TRUST, an European Commission co-financed project whose aim was the development of a multilingual semantic search engine capable of processing and answering natural language questions. In the TRUST project, the system searches a set of plain text documents and returns a ranked list of sentences containing the answer. The system used for QA@CLEF is similar, except that it must return a unique exact answer. Unlike TRUST, which used a third party indexation engine, the current system is based on the indexing technology of LegiX, Priberam’s Juridical Information engine. 

After a short introduction to the overall QA system, we give an overview of the various resources and tools involved and their role in the NLP workbench that supports it: 

· The lexicon encodes information about POS, semantic features, inflections and derivations, different senses of polysemous words, lexical relations, as well as terminological and ontological domains; 

· The thesaurus allows query expansion in the information retrieval stage; 

· The ontology groups words and expressions through their ontological domains; 

· The SintaGest tool allows building and testing a grammar; 

· The contextual rules perform morphological disambiguation, as well as collocations and named entities extraction; 

· The question/answer patterns and category identifiers contain useful information for automatic determination of question categories. 

A set of 86 categories is used for question categorization. We show examples of typical patterns for questions and answers of each category. Taking into account these patterns and other syntactical information, a procedure has been developed to automatically find the adequate categories for a question/answer. We explain in detail our QA system architecture, namely: 

· The indexing process, in which a large set of files in text format is analysed and index keys for morphologically disambiguated lemmas, question categories and ontology domains are created; 

· The question analysis, in which a question is parsed, categories for the question are determined and pivots and other search keys are extracted; 

· The document retrieval, in which a query is made to the index database and a set of document sentences is retrieved; 

· The sentence retrieval, in which each sentence previously retrieved is parsed and given a score to expresses its likelihood of containing an answer; 

· The answer extraction, in which a unique answer is selected from the best scored sentences, by means of extraction patterns. 

Finally, we present and discuss the results of the first evaluation of our Portuguese QA system. The evaluation was quite satisfactory (a total of 64,5% of correct answers was achieved) and it was useful to define further improvements.
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The volume of online available documents is growing every day. As a consequence, better information retrieval methods are required to achieve the needed information. Question Answering (QA) systems are information retrieval applications whose aim is to provide inexperienced users with a flexible access to the information, al-lowing them writing a query in natural language and obtaining not a set of documents which contain the answer, but the concise answer itself (Vicedo et al, 2003). That is, given a question like: “Where is the Popocatepetl located?”, a QA system must respond “Mexico”, instead of just returning a list of documents related to the volcano. Recent developments in QA use a variety of linguistic resources to help in understanding the questions and the documents. The most common linguistic resources include: part-of-speech taggers, parsers, named entity extractors, dictionaries, and WordNet (Jijkoun et al., 2004; Ageno et al., 2004). Despite of the promising results of these approaches, they have two main inconveniences: (i) the construction of such linguistic resources is a very complex task; and (ii) these resources are highly binding to a specific language. 

In the paper we present a QA system that allows answering factual and definition questions. This system is based on a full data-driven approach (Brill et al., 2001), which requires minimum knowledge about the lexicon and the syntax of the specified language. Mainly, it is supported on the idea that the questions and their answers are commonly expressed using the same set of words, and therefore, it simply uses a lexical pattern matching method to identify relevant document passages and to extract the candidate answers. 

The proposed approach has the advantage to be easily adapted to several different languages, in particular to moderately inflected languages such as Spanish, English, Italian and French. Unfortunately, this generality has its price. To obtain a good performance, the approach requires using a redundant target collection, that is, a collection in which the question answers occurs more than once. On the one hand, this redundancy increases the probability of finding a passage containing a simple lexical matching between the question and the answers. On the other hand, it enhances the answer extraction, since correct answers tend to be more frequent than incorrect responses. 

The presented system also uses a set of heuristics that attempt to capture some regularities of language and some stylistic conventions of news letters. For instance, it considers that most named entities are written with an initial uppercase letter, and that most concept definitions are usually expressed using a very small number of fixed arrangements of noun phrases. This kind of heuristics guides the extraction of the candidate answers from the relevant passages. 

The experiments on Spanish, Italian and French have shown the potential and portability of our approach. They also indicated that our method for answering factual question, which is based on the matching and counting of n-grams, is language independent. However, this method greatly depends on the redundancy of the answers in the target collection. On the contrary, the method for answering definition questions is very precise. Nevertheless, we can not conclude about it language independence.
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Starting from our 2004-system (cf. Neumann and Sacaleanu, 2004), the major efforts we spend for QA@clef2005 were:

· development of a component--oriented ODQA-core architecture

· processing definition and temporally restricted questions

· exploration of web-based answer validation

We  took part in three different tasks:

· Monolingual German ODQA: here we could improve our result from last year from 23.5% to 43.5% this year.

· German-English ODQA: here we achieved with 25.5% accuracy a minor improvement compared with our 2004-result (23.5% )

· English-German ODQA: this was our first participation in this task and we achieved a result of  23% accuracy.

In order to achieve a high degree of flexibility of the ODQA-core components, an important design decision was to a use a central QAController: based on the result of the NL question analysis component, it decides which of the following strategies will be followed: 

· Definition Question

· Temporal Question

· Factoid Question

Each strategy of the above-mentioned ones corresponds to different settings for each of the components. For the Factoid Question strategy, for example, the Retrieval Component considers sentences as information units; the Answer Extraction Component defines classes of instances for one of the entity types PERSON, ORGANIZATION, LOCATION, DATE and NUMBER; the Answer Selection Component considers relevant information as being the one more closed to the question keywords and with the most coherent context.

Definition questions, asking about instances of PERSON and ORGANIZATION entity types, have been approached by making use of structural linguistic patterns known to be used with explanatory and descriptive goals. The patterns are used to automatically extract pairs of named entity and nominal phrases, which are used to construct corresponding memories, which are then used by the retrieval component to answer related definition questions. 

Temporally restricted questions are handled on basis of our existing technology following a divide-and-conquer approach, i.e., by question decomposition and answer fusion. For example, the question "Who was the German Chancellor when the Berlin Wall was opened?" is decomposed into the two sub-questions "Who was the German Chancellor?" and "When was the Berlin Wall opened?". The answers of both are searched for independently, but checked for consistency in a follow-up answer fusion step. In this step, the found explicit temporal restriction is used to constrain the "timeless" proposition.

Two strategies were used for responding questions asked in a language different from the one of the documents containing the answer. Both strategies employ online translation services for crossing the language barrier, but at different processing steps: before and after the Analysis Component. The before-method translated the question string in an earlier step, resulting in several automatic translated strings, of which the best one was then passed on to the Retrieval Component after having been analyzed by the Query Analysis Component. 

The after-method translated the formalized result of the Query Analysis Component by using the question translations, a language modeling and a word alignment tool for creating a mapping of the formal information need from the source language into the target language.

Monolingual and Cross-language QA using a QA-oriented Passage Retrieval System
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This report describes the work done by the RFIA group at the Departamento de Sistemas Informáticos y Computación of the Universidad Politécnica of Valencia for the 2005 edition of the CLEF Question Answering task. We participated in three monolingual tasks: Spanish, Italian and French, and in two cross-language tasks: Spanish to English and English to Spanish. Since this was our first participation, we focused our work on the passage-based search engine while using simple pattern matching rules for the Answer Extraction phase. As regards the cross-language tasks, we had resort to the most common web translation tools. 

The system is divided into three main components: the query analysis module, that makes use of a combination of a SVM-based classifier and a pattern-based one, is used to extract the expected answer type and some constraints from the question, that are used by the answer extraction module in order to individuate the answer to the user question. The Passage Retrieval module is completely language independent and has been developed specifically for the QA task.

The University of Amsterdam at QA@CLEF 2005
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For this year's CLEF monolingual Dutch QA task, we used a multi-stream architecture similar to our systems for previous editions of CLEF. Essentially, our system architecture implements multiple copies of the standard architecture, each of which is a complete standalone QA system that produces ranked answers, though not necessarily for all types of questions. The overall system's answer is then selected from the combined pool of candidates through a combination of merging and filtering techniques. 

The major departure from our previous systems is the addition of a new stream, XQuesta, which implements QA as XML retrieval from an annotated corpus. Offline, the target collection is automatically annotated with linguistic information (sentence boundaries, part-of-speech tags, syntactic chunks, named entities and temporal expressions). This information, together with the original annotation of the CLEF QA collection (document titles, paragraphs) is stored using stand-off XML markup, allowing overlapping elements. 

In XQuesta, for incoming questions, XPath queries corresponding to types of expected answers are automatically generated based on information from a question classifier and hand-crafted rules. Standard passage retrieval is used to locate relevant passages, and then candidate answers are extracted by evaluating the XPath queries on the retrieved XML-annotated passages. The extracted answers are ranked based on frequency and retrieval scores of the source passages. Apart from the new XQuesta module, other extensions of our QA system include a post-processing module to handle the new temporally restricted questions, an improved table lookup stream. 

We submitted two Dutch monolingual runs. The first run used the full system with all streams and final answer selection. The second, on top of this, used an additional stream: the XQuesta stream with paraphrased questions. As a simple way of paraphrasing questions, we double-translated questions (from Dutch to English and then back to Dutch) using Systran, an automatic MT system. Our idea was to see whether simple paraphrasing of retrieval queries helps to find different relevant passages and leads to more questions answered correctly. 

For both runs, 88 out of 200 test questions (44%) were judged as answered correctly and 28 (29 for the second run, 14%) as having inexact answers. Most of inexact answers were responses to definition questions. 

While our system provides wrong answers for less than 40% of the test questions, we identified some obvious areas for improvement. First, we should work on definition extraction so that both questions asking for definitions and questions requiring resolving definitions can be answered in a better way. Second, we should examine inheritance of document links in the answer tiling process to make sure that the associated module does not cause unnecessary unsupported answers. And third, and most importantly, we should improve our answer filtering module to make sure that the semantic class of the generated answer corresponds with the class required by the question.

AliQAn, Spanish QA System at CLEF-2005
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Our paper describes AliQAn, a monolingual open-domain Question Answering (QA) System developed in the Department of Language Processing and Information Systems at the University of Alicante for  CLEF-2005 Spanish monolingual QA evaluation task. Our approach is  based fundamentally on the use of syntactic pattern recognition in order to identify possible answers. Beside, Word Sense Disambiguation (WSD) is applied to improve the system. As usual, in our approach, three task have been defined: question analysis, selection of relevant passages and extraction of the answer. Diferent Natural Language Processing (NLP) resources and applications are expounded: Maco+, Relax, Supar, IR-n and EuroWordNet. The overall architecture of our system is divided in two main phases: Indexation phase and Search phase. Indexation phase consists of arranging the data where the system tries to find the answer of the questions. This process is a main step to accelerate the process. The indexation realized by IR-n system is not described in the paper. The Search phase follows the most commonly used schema. The three main modules of our approach are: Question analysis, Selection of relevant passages and Extraction of the answer.

The module of the question analysis carries out two tasks:  to detect the type of information that the answer has to satisfy to be a candidate of answer (proper name, quantity, date ...) and to select the question terms (keyword) that make possible to locate those documents that can contain the answer. We have based on WordNet Based-Type and EuroWordNet Top-Concepts in order to develop our taxonomy that consists of the next categories: person, group, object, place, place city, place capital, place country, abbreviation, event, numerical quantity, numerical economic, numerical age, numerical measure, numerical period, numerical percentage, temporary year, temporary month, temporary date and definition. We have 173 syntactic patterns for the determination of the diferent semantic category of our ontology. This second module of the QA process, the selection of relevant passages, creates and retrieves passages using IR-n system. The inputs of IR-n are the detected keywords in question analysis, IR-n returns a list of passages where we apply the extraction answer process. The final step of QA is the extraction of the answer. In this module, the system takes the set of retrieved passages by IR-n and tries to extract a concise answer to the question. Moreover, the type of question, SB of the question and a set of syntactic patterns with lexical, syntactic and semantic information are used in order to find a possible answer. In order to design and group the patterns in several sets, the cases of the question are used. The patterns are classified in three cases. The pattern set are defined according to the case of the questions, and are applied to sentence level. When the system tries to find a possible answer in a sentence, first, the syntactic block  of the question are localized in the text, secondly the system attempts to match the pattern in the sentence. If this has been possible, then a possible answer has been founded that must be appraised using lexical and semantic restrictions according to the type of the question. Spanish QA system has about 60 patterns, the number of patterns that is processed in each sentence depends on the type of the question. The results achieved (overall accuracy of 33.00%) are shown and discussed in the paper.

20th Century Esfinge (Sphinx) Solving the Riddles at CLEF 2005
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In our paper Esfinge (http://acdc.linguateca.pt/Esfinge/), a general domain question answering system in Portuguese is presented and its participation in CLEF 2005 discussed. 

The paper starts by describing how the system works: Briefly, it is based on the architecture proposed by Eric Brill, who suggests the possibility to get state of the art results by applying simple techniques to large quantities of data. 

Esfinge starts by converting a question into patterns of plausible answers. These patterns are queried in several text collections (CLEF text collections and the Web) to obtain snippets of text where the answers are likely to be found. As a fallback procedure, Esfinge uses a stemmer which provides more general search patterns, when it is not possible to recover any documents with the standard patterns. Then, the system harvests the recovered snippets for word N-grams, which are later ranked according to their frequency, length and the apriori scores of the patterns used to recover the snippets. 

Several simple techniques, using the Jspell morphological analyser and the SIEMES named entity recognition system, are used to discard N-grams, as well as to enhance their score. Finally, the answer is the top ranked N-gram, or NIL if neither of the N-grams passes all the filters. 

Esfinge participated last year for the first time in the monolingual QA track. However, the results were compromised by several basic errors, which were corrected shortly after. This year, Esfinge's participation was expected to yield better results and allow experimentation with NER, as well as try a multilingual QA track for the first time. 

Two monolingual runs were submitted, just like last year. In the first one (run 1), the system searched the answers in the Web and used the CLEF document collection to confirm these answers. In the other one (run 2), the system searched the answers in the CLEF document collection only. 

The paper presents the results obtained by Esfinge in considerable detail, as well as the results for the previous year competition, showing that the system clearly improved compared to last year: the results are better both with this year’s and last year’s questions. A detailed error analysis is also performed for one of the runs. 

An interesting discovery is that the two tested strategies perform better with different types of questions, suggesting that both are worthwhile to experiment with and study further. Also, some of the problems found during error analysis were corrected and the new results obtained are also reported in a final section, in which the import of different parts of the system is also measured, by reporting the decrease in performance without using PoS filtering and without using NER. Finally some of the questions provided by the organization are questioned as too vague or unclear to be used in system evaluation. Some remarks are also made about the way the answers are evaluated in CLEF. 

The paper concludes with a short overview of what was learned through Esfinge participation in CLEF 2005.
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We present a Question Answering (QA) system, which is based on the semantic annotation of those paragraphs that may contain an answer to the question being asked. This QA system is named Tikka and it performs monolingual Finnish and French as well as bilingual QA. In bilingual QA, the source language is Finnish and the target language is English. 

Tikka has two main components: question analysis and answer extraction. The question analysis component, in its turn, consists of five software modules: 

·  the syntactic parser, 

·  the semantic annotator, which is shared by the answer extraction component, 

·  the question classifier, 

·  the topic and target extractor and 

·  the translator. 

Out of these five modules, only the question classifier and  the topic and target extractor are used to process both Finnish and French. The syntactic parser is used only for Finnish, the semantic annotator only for French, and the translator only for translating from Finnish to English. The task of the question analysis component is to form the query terms for document retrieval, determine the class of the question and its topic and target words, and pass these on to the answer extraction component.

The answer extraction component also consists of five software modules:  

·  the document retriever, 

·  the paragraph selector, 

·  the semantic annotator, 

·  the pattern instantiator and matcher and 

·  the answer selector. 

All of these modules process English, Finnish and French.  The task of the answer extraction component is to return an answer to the question, given the information provided by the question analysis component. 

Tikka makes heavy use of a general purpose semantic annotator. All text paragraphs that potentially contain an answer to the question are annotated by it and potential answers are only searched among annotated expressions. In addition to potential answer paragraphs, also French questions are annotated semantically. The semantic annotator makes use of a gazetteer and of annotation patterns, as well as of an off-the-shelf part-of-speech tagger (POS) for Finnish and English, and of an off-the-shelf named entity recognizer for English.

In each of the three evaluation tasks (monolingual Finnish and French and bilingual Finnish-English) that Tikka participated in, two different parameter settings for the document retrieval component were tested. The results show that those parameter settings do make a considerable difference in the overall performance of the QA system. The results of the French and Finnish monolingual runs are quite similar, and for French they are near the median accuracy of all of the French monolingual runs, which is 17.25%. In the Finnish monolingual task, Tikka is the only existing system. This is the case also in the bilingual task Finnish-English, where average accuracy of the two runs is 11.25%. It is interesting to see that Tikka attains similar results in the Finnish and French tasks even though it does not use any linguistic knowledge - not even a POS tagger – while processing French. The low accuracy of Tikka in the bilingual experiments is mainly due to problems related to translating.
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Question answering systems localize and extract concrete answers to information needs expressed in natural language, usually in the form of questions. Information can be stored in different ways, from structured databases to unstructured document collections but still natural language is a convenient or preferred code for lots of users to access it. Besides, we do not need to assume that the information demanded by the user is in his or her own language, and therefore the issue of breaking the language barrier also arises. This seems an important issue in some applications of QA systems in domains like tourism but also for accessing information in the web. 

The paper presents and analyzes the results of our second participation in the CLEF-QA task. We have submitted six runs with Spanish as a target language, but with different source languages, Spanish, English and Italian. Our system, miraQA, is mainly based on answer extraction and uses low level linguistic analysis. In contrast, we have incorporated some semantic resources for NE recognition. The approach and tools are different from last year but we believe that both could be combined in a near future. Runs use different strategies for answer extraction and selection. Cross-lingual runs use direct translation of the questions from source to target language. A further inspection of the errors made by the system in mono and cross-lingual runs has been carried out and, as a result, some ideas for further improvement and their priority are also presented.
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QRISTAL is a cross lingual question answering system for French, English, Italian, Portuguese and Polish. This system extracts answers both from documents stored on a hard disk and from Web pages. To our knowledge, Qristal is the first question answering system to be marketed for general public.

QRISTAL ranked first in the monolingual EQueR evaluation campaign (Evalda, Technolangue). It was evaluated for CLEF 2005 for French to French, English to French, Portuguese to French and Italian to French. The French, English, Portuguese and Italian modules were used for question analysis. Only the French module was used for answers extraction. Qristal makes an intensive use of natural language processing both for indexing documents and extracting answers. The linguistic modules were developed by different companies.

They share however a common architecture and similar resources.

Results we obtained are as follows : French to French : 64%, English to French, 39,5%, Portuguese to French 36,5% and Italian to French 25,5%. Those results are very close to the best systems available for English which have participated for many years in the TREC evaluation campaigns.

For French, our system is based on the Cordial technology that processes syntactic analysis, semantic disambiguation, anaphora resolution, metaphor detection, handling of converses, named entities extraction as well as conceptual and domain recognition. For the French language, the rate of correct grammatical disambiguation (distinction between name-verb-adjective-adverb) is higher than 99%. The rate of semantic disambiguation is approximately 90%.

While indexing, 8 different indexes are built for heads of derivation, proper names,  idioms, named entities, concepts, fields, question and answer types and keywords. For each language, the indexing process is similar. Extracted data are the same. Note that indexing question types is undoubtedly one of the most original aspects of our system. While the analysis of document blocks is being made, possible answers are located. This caused parts of documents to be indexed like being able to provide an answer for a given question type.

In this article, we detail and analyze our results. For instance, success rate for question type analysis were 95.5 % for French, 91.5% for Portuguese, 87% for English and 74.5% for Italian. Then we made some experiments to determine the various roles of every part of our system. Thus leads us to disconnect some modules and measured the overall performance. We also listed the problems we encountered for the cross lingual process. In fact, The English to French run finds approximately 60% of the answers found in the French to French run. We propose comprehensive examples to explain those drops in the results.

Finally, we identified the approaches to improve our technology and listed important constraints for such a system to be proposed on the consumer market. Those items are currently implemented in the M-CAST European project (http://www.m-cast.infovide.pl) in which our company as well as our Italian, Portuguese and Polish partners take part.

Experiments for Tuning the Values of Lexical Features in Question Answering for Spanish
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We participated in the French-English Question Answering Task. Our factoid system is standard in nature and comprises query type identification, query analysis and translation, retrieval query formulation, document retrieval, text file parsing, named entity recognition and answer selection.

Simple keyword combinations and patterns are used to classify the query into 69 categories plus the default 'unknown'. During query analysis, we tag the query for part-of-speech and then carry out shallow parsing looking for various types of phrase. Each is then translated using two translation engines and a dictionary. We use Reverso and WorldLingo, together with the Grand Dictionnaire Terminologique. If a GDT translation is found then the Reverso and WorldLingo translations are ignored. Otherwise the Reverso and WorldLingo translations are simply combined. The phrase types were determined after a study of the constructions used in French queries together with their English counterparts. The aim was to group words together into sufficiently large sequences to be independently meaningful but to avoid the problems of structural translation, split particles etc which tend to occur in the syntax of a question, and which the engines tend to analyse incorrectly. Weights are assigned to the phrases which are then combined into a boolean query which can be progressively relaxed if necessary.

This year we performed Local Context Analysis (LCA) on query words using the indexed document collection and returns a set of expansion terms for boosting document relevance. For example if the input is 'Kurt Cobain' one output term from LCA could be 'Nirvana'. We switched to the Lucene search engine which we also use for English in TREC and for Chinese in NTCIR. Indexing is by sentence.

Text file parsing involves retrieving the matching sentences from the corpus.  Named Entity (NE) recognition is then carried out using a mixture of grammars and lists. There are 75 NE types.

Answer selection was updated this year so that search terms are weighted both by importance and by distance from the candidate answer. This year the organisers introduced temporally restricted factoids. Due to lack of time, we simply processed them as normal factoids. Effectively this means that any temporal restrictions are analysed as normal syntactic phrases within the query. This approach was in fact quite successful. 50 definition questions were also introduced. Queries are first classified as def_organisation, def_person or def_unknown. The target is identified in the query (usually a name).  A standard list of phrases is then added to the search expression. For example organisation phrases include 'was founded' and 'manufacturer of' while person phrases include 'brought up', 'founded' etc. Sentences containing the target plus a key phrase are then returned as the answer.

We submitted two runs. Run 1 used LCA while Run 2 did not. Concerning query classification, the overall rate of success was 84%. In both Run 1 and Run 2, overall performance was 36 / 200, i.e. 18%. However, if we consider just the factoid figures, performance in both runs is 26+4 / 150 i.e. 20%. In terms of our overall position in the French-English task (see Table 6 in the QA summary paper) we are in positions 5 and 6 out of 12 with the best performance being DFKI German-English at 25.50%. However, it turns out that the main difference between ourselves and high scoring competitors is in the definition questions where they score well and we do poorly. If we consider the performance in factoid questions, broken down into two types, non-temporally restricted and temporally restricted, our performance in the former is 20.66% in Run 1 and 19.83% in Run 2 while in the latter it is 17.24% in Run 1 and 20.69% in Run 2. This makes our Run 1 the best system in the group for non-temporally restricted questions alone, and our Run 2 the best equal system with LIRE French-English Run 2 for temporally restricted questions alone.
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We participated in the French-English Question Answering Task. Our factoid system is standard in nature and comprises query type identification, query analysis and translation, retrieval query formulation, document retrieval, text file parsing, named entity recognition and answer selection. Simple keyword combinations and patterns are used to classify the query into 69 categories plus the default 'unknown'. 

During query analysis, we tag the query for part-of-speech and then carry out shallow parsing looking for various types of phrase. Each is then translated using two translation engines and a dictionary. We use Reverso and WorldLingo, together with the Grand Dictionnaire Terminologique. If a GDT translation is found then the Reverso and WorldLingo translations are ignored. Otherwise the Reverso and WorldLingo translations are simply combined. 

The phrase types were determined after a study of the constructions used in French queries together with their English counterparts. The aim was to group words together into sufficiently large sequences to be independently meaningful but to avoid the problems of structural translation, split particles etc which tend to occur in the syntax of a question, and which the engines tend to analyse incorrectly. Weights are assigned to the phrases which are then combined into a boolean query which can be progressively relaxed if necessary. 

This year we performed Local Context Analysis (LCA) on query words using the indexed document collection and returns a set of expansion terms for boosting document relevance. For example if the input is 'Kurt Cobain' one output term from LCA could be 'Nirvana'. 

We switched to the Lucene search engine which we also use for English in TREC and for Chinese in NTCIR. Indexing is by sentence. Text file parsing involves retrieving the matching sentences from the corpus. Named Entity (NE) recognition is then carried out using a mixture of grammars and lists. There are 75 NE types. Answer selection was updated this year so that search terms are weighted both by importance and by distance from the candidate answer. 

This year the organisers introduced temporally restricted factoids. Due to lack of time, we simply processed them as normal factoids. Effectively this means that any temporal restrictions are analysed as normal syntactic phrases within the query. This approach was in fact quite successful. 

50 definition questions were also introduced. Queries are first classified as def_organisation, def_person or def_unknown. The target is identified in the query (usually a name). A standard list of phrases is then added to the search expression. For example organisation phrases include 'was founded' and 'manufacturer of' while person phrases include 'brought up', 'founded' etc. Sentences containing the target plus a key phrase are then returned as the answer. 

We submitted two runs. Run 1 used LCA while Run 2 did not. Concerning query classification, the overall rate of success was 84%. In both Run 1 and Run 2, overall performance was 36 / 200, i.e. 18%. However, if we consider just the factoid figures, performance in both runs is 26+4 / 150 i.e. 20%. 

In terms of our overall position in the French-English task (see Table 6 in the QA summary paper) we are in positions 5 and 6 out of 12 with the best performance being DFKI German-English at 25.50%. However, it turns out that the main difference between ourselves and high scoring competitors is in the definition questions where they score well and we do poorly. If we consider the performance in factoid questions, broken down into two types, non-temporally restricted and temporally restricted, our performance in the former is 20.66% in Run 1 and 19.83% in Run 2 while in the latter it is 17.24% in Run 1 and 20.69% in Run 2. This makes our Run 1 the best system in the group for non-temporally restricted questions alone, and our Run 2 the best equal system with LIRE French-English Run 2 for temporally restricted questions alone.
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The University of Indonesia IR-group participated in the bilingual Query-Answering (QA) task in Cross Language Evaluation Forum (CLEF) 2005, i.e., the Indonesian-English QA. We used commercial machine translation software called Transtool  to translate an Indonesian query set into English.

There were a number of steps to process the queries that we received from CLEF. Since what we got was English queries, we manually translated the 200 original English queries from CLEF into Indonesian. We then applied a tagging algorithm [2, 3] that we developed to categorize Indonesian queries according to the type of question, such as location, person, date, measure, etc. So, the question word ‘dimana’ (where) triggers the algorithm to insert a location tag to the query. After applying the tagger, the Indonesian query was then translated back into English using Transtool.

The translated queries were run using an information retrieval system to retrieve the top 100 documents. These top 100 documents were then split into passages each containing two sentences. Each passage was then ran through Monty Tagger  to identify the name entity of each word such as NN and NNP for nouns, and CD for numbers, etc. Based on the category of the query, i.e., based on its query tag: location, person, etc., we specified that terms with NN tags are the answers to location type questions, and terms with CD tags are the answer to date type questions, and so forth. 

In order to give the score to the passages, we use a similar scoring technique as the one used by Li and Croft [4] in their QA work. Once the passages obtained their scores, get the top 20 passages that have the highest scores. The answer to the question in the passage can be estimated by calculating the distance between the candidate words and the queries words. The passage that has the smallest distance is the answer.

Our result shows that only two correct answers were found. There were 36 inexact (ambiguous) answers and 162 wrong answers. One of the reasons why the result was so poor was because our tagger did not provide specific enough tagging to the passages. As a result, the tagging in most passages was too general. For example NN tags could be the answer to questions about location or about organization. We did not have enough time to analyze the results before submitting them and correct this problem.
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The paper describes the architecture and the linguistic processing of a question answering system for Bulgarian - BulQA. 

The system has three main modules: Question analysis module, Interface module, Answer extraction module. The Question analysis module deals with the syntactic and semantic interpretation of the question. The result of this module is independent from task and domain representation of the syntactic and semantic information in the question. The Interface module bridges the interpretation received from the first module to the input necessary for the third module. The Answer extraction module is responsible for the actual detection of the answer in the corresponding corpus. This architecture has the advantage that it allows the poly-usage of the same modules in different tasks, such as Bulgarian as source language in a multilingual question answering, or Bulgarian as a target language. In fact, only the Interface module has to be re-implemented in order to tune the connection between Bulgarian modules and the modules for the other languages.

In CLEF 2005 we have used the Question analysis module for two tasks: Bulgarian-English QA and Bulgarian-Bulgarian QA. The former is very similar to our participation in CLEF 2004 and for that reason is remains out of the paper's scope.

However, being participants in both tasks, we had to implement two versions of the Interface module. For the Bulgarian-English QA task the Answer searching module is based on the Diogene system implemented at the ITC-Irst, Trento, Italy. For the Bulgarian-Bulgarian task we had implemented our own Answer searching module. The paper describes it in more detail.

The system relies on a partially parsed corpus for answer extraction. The questions are also analyzed partially. Then on the basis of the analysis some queries to the corpus are created. After the retrieval of the documents that potentially contain the answer, each of them is further processed with one of several additional grammars. The grammar depends on the question analysis and the type of the question. At present these grammars can be viewed as patterns for the type of questions, but our goal is to develop them further into a deeper parsing system for Bulgarian. The CLaRK System is used as an implementation platform.

Also the paper discusses the necessary resources and processing for answer support in different contexts. In this way we delimit the future developments of the system.

Cross-Language Retrieval in Image Collections
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The purpose of our paper is to outline efforts from the 2005 CLEF cross-language image retrieval campaign (ImageCLEF). The aim of this CLEF track is to explore the use of both text and content-based retrieval methods for cross-language image retrieval. Four tasks were offered in the ImageCLEF track: a ad-hoc retrieval from an historic photographic collection, ad-hoc retrieval from a medical collection, an automatic image annotation task, and a user-centered (interactive) evaluation task. 24 research groups from a variety of backgrounds and nationalities participated in ImageCLEF. In the paper we describe the ImageCLEF tasks, submissions from participating groups and summarize the main findings.

ImageCLEF (http://ir.shef.ac.uk/imageclef/) conducts evaluation of cross-language image retrieval and is run as part of the Cross Language Evaluation Forum (CLEF) campaign. The ImageCLEF retrieval benchmark was established in 2003 and run again in 2004 with the aim of evaluating image retrieval from multilingual document collections. Images by their very nature are language independent, but often they are accompanied by texts semantically related to the image (e.g. textual captions or metadata). Images can then be retrieved using primitive features based on pixels which form the contents of an image (e.g. using a visual exemplar), abstracted features expressed through text or a combination of both. The language used to express the associated texts or textual queries should not affect retrieval, i.e. an image with a caption written in English should be searchable in languages other than English. 

ImageCLEF provides tasks for both system-centered and user-centered retrieval evaluation within two main areas: retrieval of images from photographic collections and retrieval of images from medical collections. These domains offer realistic scenarios in which to test the performance of image retrieval systems, offering different challenges and problems to participating research groups. A major goal of ImageCLEF is to investigate the effectiveness of combining text and image for retrieval and promote the exchange of ideas which may help improve the performance of future image retrieval systems. 

ImageCLEF has already seen participation from both academic and commercial research groups worldwide from communities including: Cross-Language Information Retrieval (CLIR), Content-Based Image Retrieval (CBIR), medical information retrieval and user interaction. We provide participants with the following: image collections, representative search requests (expressed by both image and text) and relevance judgments indicating which images are relevant to each search request. Campaigns such as CLEF and TREC have proven invaluable in providing standardized resources for comparative evaluation for a range of retrieval tasks and ImageCLEF aims to provide the research community with similar resources for image retrieval. 

In 2005, 36 research groups from four continents and 17 countries registered for one of the four tasks, which shows the strong interest in the resources created and made available. 24 of these groups from 14 countries submitted results to at least one of the tasks. A more detailed description of the outcome and resources made available can be found in the electronic proceedings.
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Selecting suitable topics in order to assess system effectiveness is a crucial part of any benchmark, particularly those for retrieval systems. This includes establishing a range of example search requests (or topics) in order to test various aspects of the retrieval systems under evaluation. In order to assist with selecting topics, we present a measure of topic complexity for cross-language image retrieval. This measure has enabled us to ground the topic generation process within a methodical and reliable framework for ImageCLEF 2005. This document describes such a measure for topic complexity, providing concrete examples for every aspect of topic complexity and an analysis of topics used in the ImageCLEF 2003, 2004 and 2005 ad-hoc task.

Establishing such a measure is beneficial when creating benchmarks such as ImageCLEF in that it is possible to categorise results according to a level of complexity for individual topics. This can help explain results obtained when using the benchmark and provide some kind of control and reasoning over topic generation. 

As image retrieval algorithms improve, it is necessary to increase the average complexity level of topics each year in order to maintain the challenge for returning participants. However, if topics are too difficult for current techniques the results are not particularly meaningful. Furthermore, it may prove difficult for new participants to obtain good results and prevent them from presenting results and taking part in comparative evaluations (like ImageCLEF). Providing a good variation in topic complexity is therefore very important as it allows both the organizers (and participants) to observe retrieval effectiveness with respect to complexity level.

Examples illustrating various aspects of the linguistic structure of the complexity measure and motivating its creation are presented in this paper. Comparing the level of complexity for topics created in ImageCLEF 2003 to 2005 for the ad-hoc task with MAP scores from submitted runs by participating groups show a strong negative correlation indicating that more linguistically complex topics result in much lower MAP scores due to the requirement of more complex translation approaches.
Dublin City University at CLEF 2005: Experiments with the ImageCLEF St Andrew's Collection
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Dublin City University’s participation in the CLEF 2005 ImageCLEF St Andrew’s collection task explored a novel approach to pseudo relevance feedback (PRF) combining evidence from separate text and content-based retrieval. The basic retrieval system is based on a standard Okapi model for document ranking and PRF. Three sets of experiments were carried out for a range of topic languages. Topics were translated into English using the online Babelfish machine translation engine. The first set of experiments established baseline retrieval performance without PRF, the second experiments adopt a standard PRF method, and finally the third set our new combined method for PRF.

Our basic experimental retrieval system is a local implementation of the standard Okapi retrieval model. Documents and search topics are processed to remove stopwords from the standard SMART list, suffix stripped using the Snowball implementation of Porter stemming. Terms are weighted using the standard BM25 weighting scheme with parameters selected using the CLEF 2004 ImageCLEF test set as a training set. Standard PRF was carried out using query expansion. The top ranked documents from a baseline retrieval run were assumed relevant. Terms from these documents were ranked using the Robertson selection value (RSV), and the top ranked terms added to the original topic statement. The parameters of the PRF were again selected using the CLEF 2004 test set.

We were interested to see if the evidence from content-based retrieval runs might be usefully combined with the text retrieval runs in PRF.We hypothesis that documents retrieved by both the text-based and content-based methods are more likely to be relevant than documents retrieved by only one system. We adapted the standard PRF method to incorporate this hypothesis as follows. Starting from the top of lists retrieved independently using text-based and content-based retrieval, we look for documents retrieved by both systems. Documents retrieved by both systems are assumed to be relevant and used as the relevant document set for the query expansion PRF method outlined in the previous section.

For this investigation content-based retrieval used our own image retrieval system based on standard low-level colour, edge and texture features. The colour comparison was based on 5 × 5 regional colour with HSV histogram dimensions 16 × 4 × 4. Edge comparison used Canny edge with 5 × 5 regions quantized into 8 directions. Texture matching was based on the first 5 DCT co-efficients, each quantized into 3 values for 3 × 3 regions. The scores of the three components were then combined in a weighted sum and the overall scores used to rank the content-based retrieved list.

Results of our experiments show that standard text only PRF improves over the no feedback baseline in almost all cases. However, the new combined text and content-based PRF method is little different to the text only PRF method. The result is marginally lower in most cases, although marginally better in the case of English monolingual retrieval.

Exploiting Semantic Features for Image Retrieval at CLEF 2005
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ImageCLEF is the cross-language image retrieval track which was established in 2003 as part of the Cross Language Evaluation Forum (CLEF), a benchmarking event for multilingual information retrieval held annually since 2000. Images are language independent by nature, but often they are accompanied by texts semantically related to the image (e.g. textual captions or metadata). Images can then be retrieved using primitive features based on its contents (e.g. visual exemplar) or abstract features expressed through text or a combination of both. 

Originally, ImageCLEF focused specifically on evaluating the retrieval of images described by text captions using queries written in a different language, therefore having to deal with monolingual and bilingual image retrieval (multilingual retrieval was not possible as the document collection is only in one language). Later, the scope of ImageCLEF widened and goals evolved to investigate the effectiveness of combining text and image for retrieval (text and content-based), collect and provide resources for benchmarking image retrieval systems and promote the exchange of ideas which will lead to improvements in the performance of retrieval systems in general.

This year a semantic driven approach to image retrieval has been tried. Semantic tools used have been: EuroWordnet and textual image descriptions structure. A new implementation of a query semantic expansion has been developed, centered on the computation of closeness among the nodes of the EuroWordnet tree, where each node corresponds to a word appearing in the query. On the other hand, image captions have a predefined structure, each line of the text corresponds to a field. This information is exploited to build different indexes according to the type of field considered.

UNED at ImageCLEF 2005: Automatically Structured Queries with Named Entities over Metadata
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In our paper, we describe the experiments submitted by UNED to the ImageCLEF 2005 ad-hoc task track. On one hand, we explain a first pool of preliminary experiments using the ImageCLEF 2004 testbed and the Spanish official topics, performed in order to study the impact of different-size dictionaries in the final results. We attempted three different approaches: i) a naive baseline using a word by word translation of the title topics; ii) a strong baseline based on Pirkola's work; and iii) a structured query using the named entities with field search operators and Pirkola's approach. 

Our best runs achieved an average precision of .54, outperforming both our last year's participation and the best official cross-language run. The differences among dictionaries were not remarkable, except for the smallest one, which obtained lower precision values. However, we did confirm interesting differences among approaches: runs based on structured queries were substantially better than the others. 

On the other hand, we describe the UNED's participation in the ImageCLEF 2005 track. Given the benefits of recognizing named entities in the topics in order to structure the queries, we decided to improve our recognition process. Now we are able to locate and identify more complex proper nouns, temporal references and numbers. Then, we performed the three approaches over the 2005 testbed obtaining the first and second best cross-lingual runs in European Spanish, representing the 94% of our monolingual experiment. Therefore, automatic query structuring seems an effective strategy to improve cross-language retrieval on semi-structured texts. 

Remarkably, no sophisticated named entity recognition machinery is required to benefit from query structuring. Of course, it remains to be checked whether this result holds on collections with different metadata fields and different textual properties.

Recovering Translation Errors in Cross-Language Image Retrieval using Word Association Models
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In text-based information retrieval, especially image retrieval involving captions, any lexical mismatch between the users' queries and the annotations has a negative effect. This problem is exacerbated when the query language differs from the document language. Many current approaches to cross-language information retrieval use machine translation systems. However, as these are not perfect, even carefully chosen keywords may be changed undesirably, and the translation will magnify the gap between the representation of a user's information need and the explanation of a document's content. 

The ImageCLEF2005 ad hoc task provides an opportunity to investigate the impact of strategies used for word-level matching in image retrieval, and the effects of multilingualism. Although the degrees and types of translation errors vary across languages, our interest is in developing a method that includes different degrees and types of errors within a unified framework. As a first step, we compare three cases. The first is monolingual image retrieval, i.e., without translation errors. The second concerns those cases where the machine translation generates a few errors; we have chosen German-to-English query translation as an example of this case. The third case involves erroneous translation that distorts the original intention of queries; Japanese-to-English translation is considered as an example of this case. 

Images and text coexist in various forms. In particular, we focus on those situations where the image captions are not comprehensive. Image collections often have imprecise captions, because the assignment of accurate textual descriptions is a tedious task. The captions of the ImageCLEF test collection for the ad hoc task consist of in multiple fields. From these, we select the short title field as an example of a concise description, and use it for indexing purposes. 

To mitigate the problem of lexical mismatch, we use a word association model. The model contains information about the relationships between words. In the model, each title for an image is expanded to include its related words, as though it had a longer textual description. This modification increases the chance of queries being matched with the images' original short titles. 

There are many ways to build a model of word associations. In our experimental runs, we considered only models that are learned from the document collection. Using three methods for model estimation, we tested three models: a baseline model without word association, which is considered to be precision oriented; a word association model, which is considered to be recall oriented; and a combination model, achieved by fusing the outputs of the other two models. 

Experimental results for English and German topics are rather discouraging, as use of the word association model degrades the mean average precision scores. On the other hand, word association models aid retrieval for Japanese topics. This result suggests the possibility that word associations play a role in recovering translation errors at the retrieval stage. For the combination model, no improvement in mean average precision scores was observed, because the model without word association dominates the output.

Combining Text and Image Queries at ImageCLEF2005
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This paper presents our methods for the tasks of bilingual ad hoc retrieval and automatic annotation in ImageCLEF 2005.  In ad hoc task, we propose a feedback method for cross-media translation in a visual run, and combine the results of visual and textual runs to generate the final result. Experimental results show that our feedback method performs well. Comparing to initial visual retrieval, average precision is increased from 8% to 34% after feedback. The performance is increased to 39% if we combine the results of textual run and visual run with pseudo relevance feedback. In automatic annotation task, we propose several methods to measure the similarity between a test image and a category, and a test image is classified to the most similar category. Experimental results show that the proposed approaches have good performance, but the simplest 1-NN method has the best performance. We will analyze these results in the paper.
CUHK Experiments with ImageCLEF 2005
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Our paper describes the empirical studies of cross-language and cross-media retrieval for the ImageCLEF competition in 2005. It reports the empirical summary of the work of CUHK (The Chinese University of Hong Kong) at ImageCLEF 2005. This is the first participation of our group in ImageCLEF. The task in which we participated this year is the Bilingual ad hoc retrieval. In the campaign, we focus our study on three sub-problems: text based image retrieval, cross-media retrieval, and cross-language image retrieval. 

For the text based image retrieval, we propose to employ the language modeling approach for the retrieval tasks. In our experiments, we compare the performance of KL-divergence based language models with traditional TF-IDF retrieval methods. Our experimental evaluations show that the KL-divergence based language models are more effective than the regular approach. Moreover, we evaluate the performances of different smoothing methods for language models with applications to image retrieval, including the Jelinek-Mercer smoothing, the Dirichlet prior smoothing, and the smoothing method using Absolute discounting. 

For the cross-media image retrieval, we combine the text and visual context for the image ranking task. In order to effectively fuse both text and visual context, we suggest the re-ranking scheme. For a query, we first employ the language modeling approach to measure the relevance based on the textual information. On the top ranking images, we further measure their visual relevance and rank the final results in combination with visual and textual relevance scores. Experimental results show the re-ranking approach has marginal improvement on the text only approach. We address effective feature representation is critical to influence the performance of the re-ranking scheme. 

For the cross-language image retrieval, we study the bilingual image retrieval between Chinese queries and English documents. We adopt the Linguistic Data Consortium (LDC) Chinese segmentation technique and a Chinese-English dictionary for query translation. Experimental results show that the performance of the Chinese-English query is about half of the monolingual query. We address several aspects to improve the performance of current approach. One is to study the Chinese segmentation technique for better segmentation performance. Another is to refine the translation results by using more sophisticated Natural Language Processing (NLP) techniques. 

We summarise the main contributions in our participation. The first is the empirical evaluations of language models and the smoothing strategies for cross-language image retrieval. The second is the evaluations of cross-media image retrieval, i.e., combining text and visual content for image retrieval. The last is the evaluation of the bilingual image retrieval between English and Chinese. Finally, we provide empirical summary of our evaluations on the experimental results. From the official testing results of the Bilingual ad hoc retrieval task, our submission achieves the highest MAP result (0.4135) in the monolingual query among all organizations. This demonstrates the suggested language modeling approach is promising for the cross-language image retrieval problem.
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In our paper, we describe our first participation in the ImageCLEF campaign. The SINAI research group participated in both the ad hoc task and the medical task. For the first task, we have used several translation schemas as well as experiments with and without pseudo relevance feedback (PRF). For the medical task, we have also submitted runs with and without PRF, and experiments using only textual query and using textual mixing with visual query.

The goal of the ad hoc task is, given a multilingual query, to find as many relevant images as possible, from an image collection. In our experiments we have used nine languages: English, Dutch, Italian, Spanish, French, German, Danish, Swedish and Russian. The collections have been pre-processed, using stopwords and the Porter’s stemmer. The collection dataset has been indexed using LEMUR IR system. The results obtained show that in general the application of query expansion improves the results. In the case of the use of only title or title + narrative, the results are not conclusive, but the use of only title seems to get better results.

The main goal of medical ImageCLEF task is to improve the retrieval of medical images from heterogeneous and multilingual document collections containing images as well as text. We generate a textual document per image, where the identifier number of document is the name of the image and the text of document is the XML annotation associated to this image. We have used English language for the document collection as well for the queries. Thus, French annotations in CASImage collection were translated to English and then were incorporated to the collection. Our main goal is to investigate the effectiveness of combining text and image for retrieval. For this, we compare the obtained results when we only use the text associated to the query topic and the results when we merge visual and textual information. There are no significant differences between results obtained with different weighting functions. The use of only two lists is better than mixing three or four lists of partial results. However, a substantial difference in the inclusion or not of the images in the GIFT list is not appraised either
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In the ImageCLEF~2005 campaign, the LIC2M participated in the ad hoc task, the medical task and the annotation task. For both ad hoc and medical task, we perform experiments on merging the results of two independent search systems developed in our lab: a multilingual information retrieval system exploiting the text part of the query and a content-based image retrieval (CBIR) system exploiting the example images given with the query. For the annotation task, we used a KNN classifier with the image indexes of our CBIR system. For this task, the best indexer gives a result of a 37% error rate.

The multilingual text retrieval system is based on a linguistic analysis of documents and queries and monolingual and bilingual expansion dictionaries for cross-lingual retrieval. An internal concept-based merging technique is integrated in the system to merge results obtained in each target language. The image retrieval system compute the similarity between the query image and the corpus images on the basis of three image feature indexers on color, texture or form. 

To merge the results obtained by the two systems, we used a simple a posteriori weighted sum of the scores returned by each system, normalized, for each query, by the highest score obtained for the query. 

We also tested a conservative merging strategy, based on our previous experiments in ImageCLEF, where the results obtained by one system are only used to reorder the results obtained by the other (results can be added at end of list if the number of documents retrieved by main system is less than 1000). Conservative merging tends to improve the ordering of documents retrieved by one system, which improve the results if one system is better than the other of if the two systems retrieve the same documents, whereas standard merging may improve the number of documents retrieved if the two systems tend to retrieve different documents (which seems to be the case in the medical task, where the text documents associated to the images do not always contain only a description of the image). 

Results in both ad hoc and medical tasks show that a well-tuned merging can improve mean average precision (at least 15\%) and possibly the number of relevant document retrieved. However, the tuning is made difficult because the performance of each system highly depends on the corpus and queries, and are not easily predicted: it appears that the best strategy we found for the ImageCLEF~2004 medical task appears to be opposite to the best strategy for ImageCLEF~2005 medical task, that has a more varied corpus and more difficult visual queries. 

Further experiments will be undertaken to try to make the systems give a confidence score associated with its results and adapt the merging strategy according to this confidence. Other more sophisticated merging strategies will also be considered.

Combining Multilevel Visual Features for Medical Image Retrieval in ImageCLEFmed 2005
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ImageCLEFmed is a subtask of ImageCLEF. In 2005, it contains two medical-related sub tasks: retrieval and automatic annotation for medical images. The paper reports our work in the sub-task of medical image retrieval, which uses 8725 radiology pathology images in the Casimage data set as the training set and 50026 medical images (including the Casimage data set) as the test set from four different medical data collections, with 11 visually possible query topics, 11 mixed visual/semantic topics and 3 rather textual topics.

We work on automatic runs using visual features alone for all topics even they need textual information. This in fact is rather challenging because the visual appearances of the same topic examples vary much. It can hardly represent a query using features extracted from a single image example. As such, we start from manually identifying visually/semantically similar sample images from the training and the test sets according to our by visual perception for each query topic. This is done offline and before retrieval. Classifiers are trained using these collected sample images to define similarity measures for each topic. 

In addition, we also need to describe the query from many aspects which, together as a whole, is complete, yet as individuals, are complementary. To achieve this target, visual features are extracted from different visual attributes such as color, texture and geometry, from multiple levels: pixel levels, regional levels as well as the image-wide level, considering their both structural and statistical properties. During retrieval, no relevance feedback is used anymore.

Combination of these features is pursued in a hierarchical, parallel and progressive manner. To improve both efficiency and accuracy, a pre-filtering process using some simple but reliable features is utilized to act as a coarse topic image filtering. Follow that, some fine features are employed and compared in a more complicated way. More specifically, two similarity measuring channels are designed and operate in parallel with each using different sets of features. Their results are then combined to form a final score for similarity ranking. As the two channels utilize different sets of features, they can retrieval images visually similar to their respective prototypes. This gives us a more completed representation of the query topic. It thus ensures us higher accuracy performance than those approaches which simply utilize features.

The features used for pre-filtering are the number of color channels and image layouts. Low-resolution resized images and blob features are employed in parallel. The blob features cover segmented regional objects and their color, geometry and texture properties. Global statistical quantities of color and texture features are also utilized in our work. Integrating these visual features in the ways mentioned above, we could retrieve images effectively and efficiently. We have applied our approach to the retrieval of all topics, including visually possible queries, mixed visual/semantic queries and rather textual queries over all tested images. Fusing multiple level features, we have achieved a mean average precision of 14.6%, which is the best one among retrieval runs using visual features alone in ImageCLEFmed 2005.
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Medical images are critical assets for medical diagnosis, research, and teaching. To facilitate automatic indexing and retrieval of large medical image databases, we propose a structured framework for designing and learning vocabularies of meaningful medical terms with associated visual appearance from image samples. These VisMed terms span a new feature space to represent medical image contents. After a multi-scale detection process, a medical image is indexed as compact spatial distributions of VisMed terms. 

When queries are in the form of example images, both a query image and a database image can be matched based on their distributions of VisMed terms, much like the matching of feature-based histograms though the bins refer to semantic medical terms. In addition, a flexible tiling (FlexiTile) matching scheme has been proposed to compare the similarity between two medical images of arbitrary aspect ratios. This matching scheme supports similarity-based retrieval with visual queries. The ranked list of such retrieval is denoted as ``i2r-vk-sim.txt'' in our submission to ImageCLEF 2005. 

When a query is expressed as a text description that involves modality, anatomy, and pathology etc, it can be translated into a visual query representation that chains the presences of VisMed terms with spatial significance via logical operators (AND, OR, NOT) and spatial quantifiers for automatic query processing based on the VisMed image indexes. This query formulation and processing scheme allows semantics-based retrieval with text queries. The ranked list of such retrieval is denoted as ``i2r-vk-sem.txt'' in our submission to ImageCLEF 2005. By fusing the ranked lists from both the similarity-based and semantics-based retrievals, we can leverage on the information expressed in both visual and text queries respectively. The ranked list of such retrieval is denoted as ``i2r-vk-avg.txt'' in our submission to ImageCLEF 2005. 

We apply the VisMed approach on the Medical Image Retrieval task of the ImageCLEF track under CLEF 2005. Based on 0.3\% (i.e. 158 images) of the 50,026 images from 4 collections plus 96 images obtained from the web, we cropped 1460 image regions to train and validate 39 VisMed terms using support vector machines. The Mean Average Precisions (MAP) over 25 query topics for the submissions ``i2r-vk-sim.txt'', ``i2r-vk-sem.txt'', and ``i2r-vk-avg.txt'' are 0.0721, 0.06, and 0.0921 respectively, according to the evaluation results released by the ImageCLEF 2005 organizers. The submission ``i2r-vk-avg.txt'' is also combined with text-only submissions ``IPALI2R_Tn'' and ``IPALI2R_T'' to form submissions for mixed retrieval. The best MAP among these submissions for mixed retrieval is 0.2821 from submission ``IPALI2R_TIan''.
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In our paper we describe the methods we used in the 2005 ImageCLEF content-based image retrieval evaluation. For the medical retrieval task, we combined several low-level image features with textual information retrieval. Combining these two information sources, clear improvements over using one of these sources alone are possible. 

Image features that were used include downscaled versions of the images, color histograms, Tamura texture histograms, a co-occurrence matrix based feature vector, and invariant feature histograms. For textual information retrieval a variant of the SMART-2 retrieval metric was used. And each language (English, French, German) was used on its own. The retrieval status values are converted into distance measures and combined with the image features using a weighted sum. Weights were chosen heuristically as no appropriate training data was available. 

Additionally we participated in the automatic annotation task, where we used FIRE, our content-based image retrieval system, on the one hand and a subimage based method for object classification on the other hand. Experiments on the training data had shown that using the image distortion model alone outperformed combinations with other features. The subimage based method was taken is it is known to perform best on current object modeling and classification tasks. The results achieved are very good. In particular, we obtained the first and the third rank in the automatic annotation task out of 44 submissions from 12 groups. 

Apart from describing the methods we used, the paper gives an overview on the results we obtained and some interpretations and means by which the results can be improved. 

Categorizing and Annotating Medical Images by Retrieving Terms Relevant to Visual Features
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The exponential growth of multi-media information has created a compelling need for innovative tools for managing, retrieving, presenting, and analyzing image collections. Medical databases, for example, continue to grow as hospitals and research institutes produce thousands of medical images daily. The design and development of image retrieval systems will support a variety of tasks, including image retrieval, auto-illustration of text documents, medical diagnostics, organizing image collections such as digital photo albums, and browsing. 

Image retrieval techniques can be classified into two types, content based image retrieval (CBIR) and text-based image retrieval (TBIR). CBIR attempts to find images based on visual similarities such as shape or texture. TBIR techniques retrieve images based on semantic relationships rather than visual features and require that descriptive words or annotations have been previously assigned to each image. For collections of realistic size, it is impractical to rely exclusively on manual annotation because the process is both time-consuming and subjective. The task is even more challenging for special collections such as medical databases since they require expensively trained professionals to do the annotation. As a practical alternative, automatic annotation can either complement or substitute manual annotation. 

The goal of automatic image annotation is to assign semantically descriptive words to unannotated images. As with most tasks involving natural language processing, we assume that a training collection of already annotated images is available, which the system can use to learn what correlations exist between words and visual components or visterms. We specify the task further by considering annotations to be a cross-lingual retrieval problem: Two languages - textual and visual - are both used to describe images, and we want to infer the textual representation of an image given its visual representation. Therefore, we can think of words being the target language and visterms being the source language. Of course, the language of visterms is entirely synthetic but a CLIR system does not require specialized linguistic theory and knowledge. 

Our approach for modeling the relationships between words and visual components is a modification of the Cross-media Relevance Model (CMRM) developed by Jeon et al. CMRM uses word-visterm co-occurrences across training images to estimate the probability of associating words and visterms. This method computes the word and visterm distributions of each image separately and does not take into account global similarity patterns. This shortcoming can be addressed by extracting and incorporating information from clusters of similar images, created by examining the overall corpus structure. 

 Liu, et al investigate clustering within the framework of full text retrieval where they define two cluster-based models: Cluster Query Likelihood (CQL) and Cluster-based Document Model (CBDM). Both explore cross-document word co-occurrence patterns in addition to within-document occurrence patterns to improve the ranking of documents in response to user queries. 

We adapt these techniques to annotate and categorize images by extending the Cross-media Relevance Model to take advantage of cluster statistics in addition to image statistics. The motivation is that by analyzing collection-wide co-occurrence patterns, a cluster-based approach to annotation can achieve a better estimation of word-visterm relationships.

Manual Query Modification and Automated Translation to Improve Cross-Language Medical Image Retrieval

Jeffery R. Jensen, William R. Hersh
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Oregon Health & Science University used three techniques to find relevant images for the ImageCLEF 2005 medical image retrieval task.  The three techniques include two searches that were purely text-based, and one search that used a combination of textual and visual searching methods.  The textual retrieval system used was Lucene, which is part of the Apache open-source software distribution.  The basic retrieval algorithm uses a variant of the standard TF*IDF approach.

The first technique (OHSUauto) was a text-based “baseline,” using the text of the topic statement (including the translations that were provided) as an automatic query.  This technique performed very poorly.

The second technique (OHSUman) used manual queries that were constructed from the provided topics.  Additional words were added to query statements, including words obtained from the Babelfish translation system.  This technique performed significantly better and in fact had the best performance of all text-only runs for the task.

The third technique (OHSUmanviz) consisted of our manual queries intersected with the results of a baseline visual search, which was the GE_M_4g.txt run from Geneva using the basic medGIFT system.  This approach led to deterioration of performance.

Future efforts will focus on improving our text retrieval capabilities as well as better integrating them with results from visual searching.  We are also developing a full-function image retrieval system to obtain better knowledge about how such systems are used by real users.

MIRACLE’s Combination of Visual and Textual Queries for Medical Image Retrieval
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Originally, ImageCLEF focused specifically on evaluating the retrieval of images described by text captions using queries written in a different language, therefore having to deal with monolingual and bilingual image retrieval (multilingual retrieval was not possible as the document collection is only in one language). Later, the scope of ImageCLEF widened and goals evolved to investigate the effectiveness of combining text and image for retrieval (text and content-based), collect and provide resources for benchmarking image retrieval systems and promote the exchange of ideas which will lead to improvements in the performance of retrieval systems in general. 

With this objective in mind, a medical retrieval task was included in 2004 campaign and continued this year. In this task (referred as ImageCLEFmed), example images are used to perform a search against a medical image database consisting of images such as scans and x-rays to find similar images. Each medical image or a group of images represents an illness, and case notes in English or French are associated with each illness to be used for diagnosis or to perform a text-based query. Some of the queries are rather based on visual characteristics and responses with a content-based retrieval system may deliver satisfying results. Other queries cannot be solved with visual characteristics alone; thus they may seem very hard for visual-only retrieval researchers. 

The paper describes our participation in the ImageCLEFmed task of ImageCLEF 2005. This task certainly requires the use of image retrieval techniques and therefore it is mainly aimed at image analysis research groups. Although our areas of expertise don’t include image analysis research, we decided to make the effort to participate in this task to promote and encourage multidisciplinary participation in all aspects of information retrieval, no matter if it is text or content based. We resort to a publicly available image retrieval system (GIFT) when needed.

Supervised Machine Learning based Medical Image Annotation and Retrieval

Md. Mahmudur Rahman, Bipin C. Desai, Prabir Bhattacharya
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Our paper presents the approaches and experimental results of image annotation and retrieval in our first participation in ImageCLEFmed 2005.  In this work, we investigate a supervised learning approach to associate low-level global image features with their high level visual and/or semantic categories for image annotation and retrieval. When the organization of images in a database is well described with pre-defined visual or semantic categories (such as medical images with various modalities, body parts and orientations), automatic image annotation or image classification can be an important step for searching images from such a database.

In automatic image annotation task, the main aim is to find out how well current techniques can identify image modality, body orientation, body region, and biological system examined based on the images. Here, we utilized a database of 9,000 fully classified images taken randomly from medical routine to train a classification system. 1,000 images for which classification labels are not available are used as test images and have been classified by a multi-class classification system. For this task, we represent input images through a large dimensional feature vector of texture, edge and shape features. A multi-class classification system based on pair wise coupling of several binary support vector machine (SVM) is trained on this input to predict the categories of test images, which will be effective for later annotation. 

In image retrieval task, we have experimented with a visual only approach, where an example image is used to perform a search against a medical image database to find similar images based on visual attributes (color, texture, etc.). This task is based on the Casimage, MIR, PEIR, and PathoPIC datasets, containing about 50,000 images of different modalities (CT, MRI, X-ray etc.). For visual only retrieval, we utilize a low dimensional feature vector of color, texture and edge features based on principal component analysis (PCA) and category specific feature distribution information in a statistical similarity measure function.  Based on the online category prediction of query and database images by the multi-class SVM classifier, pre-computed category specific first and second order statistical parameters are utilized in Bhattacharyya distance measure on the assumption that distributions are multivariate Gaussian. 

In automatic image annotation experiment, we have submitted only one run and the classification error rate is 43.3%. This means, 433 images were misclassified out of 1000 or accuracy of our system is 56.7% at this moment. For retrieval evaluation, we have achieved a mean average precision of 0.0072 across all queries for a single run, which is very low at this moment compare to other systems.

Combining Global features for Content-based Retrieval of Medical Images
Mark O Güld, Christian Thies, Benedikt Fischer, Thomas M Lehmann
Department of Medical Informatics, RWTH Aachen, Aachen, Germany
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A combination of several classifiers using global features for the content description of medical images is proposed. Beside well known texture histogram features, down-scaled representations of the original images are used, which preserve spatial information and utilize distance measures which are robust regarding common variations in radiation dose, translation, and local deformation. These features were evaluated for the annotation task and the interactive query task in ImageCLEF 2005 without using additional textual information or query refinement mechanisms.

For the annotation task, a categorization rate of 86.7\% was obtained, which ranks second among all submissions. When applied in the interactive query task, the image content descriptors yielded a mean average precision (MAP) of 0.0751, which is rank 14 of 28 submitted runs. As the image deformation model is not fit for interactive retrieval tasks, two mechanisms are evaluated regarding the trade-off between loss of accuracy and speed increase: hierarchical filtering and prototype selection.
NCTU_DBLAB@ImageCLEFmed 2005: Medical Image Retrieval Task
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In our paper, we describe the used technologies and experimental results for the medical retrieval task at ImageCLEF 2005. The topics of competition this year contain both semantic queries and visual queries. For handling the medical image retrieval task, the NCTU group gives two primitives: content-based approach and text-based approach. The combination of the two approaches using similarity weight was also discussed. The content-based approach in this work uses four image features, Facade scale image feature, Gray Histogram layout, Coherence Moment and Color histogram, extracted from the images directly. The text-based approach processes the annotations based on the vector space model. The mixed retrieval of visual and textual is done by combining the content-based approach and the text-approach with different weights adjusting.

The experimental results show that the text-based approach has higher precision rate than content-based approach. Further, the results of combining both the content-based and text-based approaches are better than those using only one of the approaches. We summarize that the consideration on the image of visual queries can provide more human semantic perception and improve the efficiency for medical image retrieval.

Using medGIFT and easyIR for the ImageCLEF 2005 Evaluation Tasks

Henning Müller, Antoine Geissbühler, Johan Marty, Christian Lovis, Patrick Ruch
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Our paper describes the use of the medGIFT retrieval system for three of the four ImageCLEF 2005 retrieval tasks.

We participated in the ad hoc retrieval task that was similar to the 2004 ad hoc task, the new medical retrieval task that required much more semantic analysis of the textual annotation than in 2004 and the new automatic annotation task.

The techniques used in 2005 are fairly similar to the 2004 techniques for the two retrieval tasks.

For the automatic annotation task, scripts were optimized to allow classification with a retrieval system. Unfortunately, an error in the text retrieval system corrupted part of our runs and led to relatively bad results. This error should be fixed before the final proceedings are printed, so correct figures are expected for this. All retrieval results rely heavily on two retrieval systems: for visual retrieval we used the GNU Image Finding Tool (GIFT) and for textual retrieval the EasyIR retrieval system.

For the ad-hoc retrieval task, two runs were submitted with different configurations of grey levels and of the Gabor filters. No textual retrieval was attempted, but only purely visual retrieval, resulting in lower scores than text retrieval.

For the medical retrieval task visual retrieval was performed with several configurations of Gabor filters and grey level and color quantizations as well as several variations of combining text and visual features. Unfortunately, all these runs are broken as the textual retrieval results are random at its best.

For the classification task, a retrieval with the image to classify was performed and the first N=1, 5, 10 resulting images were used to calculate scores for the classes by simply adding up the score of the N-images for each class. No machine learning was performed on the data of the known classes, so the results are surprisingly good and were only topped by systems with sophisticated learning strategies.

The University of Indonesia’s Participation in IMAGE-CLEF 2005

Mirna Adriani, A. Framadhan
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We present a report on our participation in the Indonesian-English image ad-hoc task of the 2005 Cross-Language Evaluation Forum (CLEF). We used commercial machine translation software called Transtool  to translate an Indonesian query set into English.

As a first step, we translated the original query set from CLEF into Indonesian. Then this Indonesian version of the query set is translated back into English using a machine translation tool called Transtool. Expanding translation queries has been shown to improve CLIR effectiveness. Among the query expansion techniques is called the pseudo relevance feedback [4, 5]. This technique is based on an assumption that the top few documents initially retrieved are indeed relevant to the query, and so they must contain other terms that are also relevant to the query. The query expansion technique adds such terms into the translated queries. We applied this technique in this work. In choosing the good terms from the top ranked documents, we used the tf*idf term weighting formula [3, 5]. We added a certain number of noun terms that have the highest weight values.

The short caption that attached to each image in the collections is indexed using Lucene , an open source indexing and retrieval engine, and the image collection is indexed using GIFT . We consider combining the scores of the text and the image retrieval in order to get a better result. The text is given more weight because the image retrieval effectiveness that we got from the GIFT was poor. We used the two examples given by CLEF and ran them as query by example through GIFT to search through the collection. We combine the color histogram, texture histogram, the color block, and the texture block in order to get the images that are similar to the two examples. The text score was given a weight of 0.8 and the image score was given 0.2. These weights were chosen after comparing a number of different weight configurations in our initial experiments.

Our results demonstrate that combining the image with the text in the image collections result in better retrieval performance compared to using only the text [4]. However applying query expansion using general newspaper collections hurt the retrieval performance of the queries. We hope to find a better approach to improve the retrieval effectiveness of combining texts and images.
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One of the proposed tasks of the ImageCLEF 2005 campaign has been an Automatic Annotation Task. The objective is to provide the classification of a given set of 1,000 previously unseen medical (radiological) images according to 57 predefined categories covering different medical pathologies. 9,000 classified training images are given which can be used in any way to train a classifier. The Automatic Annotation task uses no textual information, but image-content information only. 

The paper describes our participation in the automatic annotation task of ImageCLEF 2005. Although this task is clearly aimed at image analysis research groups and our areas of expertise don’t include image analysis research, we decided to participate in this task adopting a naive approach which consists on isolating ourselves from the content-based analysis by using a publicly available content-based image retrieval system (GIFT) and applying learning (mainly classification) techniques on the results. The main objective behind our effort to participate is to promote and encourage multidisciplinary participation in all aspects of information retrieval, no matter if it is text or content based.

Report on the Annotation Task in ImageCLEFmed 2005
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As a starting stage of medical image annotation task of ImageCLEFmed 2005, it is simplified into a classification problem. While compared with other image classification problems, in this task there are 3 particular difficulties: great unbalance between 57 classes; visual similarities between some classes; variety in one class and difficulty in defining visual features. The first difficulty makes some traditional techniques like template matching ineffectual owing to over-fitting problem (too much training data of one class may define a too precise boundary and cause its new data or neighbour classes data wrongly classified), and the other two make the feature definition and selection very difficult. 

In this report we have mainly explored ways to use different image features to achieve robust classification performance, including both global features and regional blob features. A blob corresponds to a region, and blob features include color, texture, area, length of long axis and short axis, rotation angle, Fourier decomposition parameters, etc. Experimental results show that using a combination of the blob region feature and three low resolution pixel maps (grey level, texture and contrast) can achieve the highest classification accuracy. All these features are normalized and stacked to form a one-dimension feature vector as inputs of classifiers. In our experiments, instead of template matching techniques, Supporting Vector Machines (SVM) with RBF (radial basis functions) kernels are used for the classification task, trained over a subset of 9000 given medical training images. Using a subset of given training dataset but not all is owing to two reasons: one is to prevent from over-fitting problem; the other is to do simulation experiment — the left samples not used in training can be used as testing data. The simulation experiment can also be used to do parameter selection. Besides feature selection and method selection, parameter selection is very important to high classification accuracy. Parameters include threshold of limiting the sizes of training datasets, SVM parameters like variance and margin. And their influences to the classifiers are studied in our work. For SVM’s parameter’s tuning, it is proven in our experiments that only the variance std makes sense for better result. And in SVM’s classifiers, the threshold of the sizes of training datasets does little influence because of existing lots of redundant samples. 

At last our proposed method has achieved a recognition rate of 89% over a subset of the training images which were not used in the SVM training. According to the evaluation result from the imageCLEF05 organizers, our method has achieved a recognition rate of about 80% over the 1000 testing images. For error analysis, similar to precision-recall curve, a PR graph is drawn to show the classification results of all classes in one graph. In a summary, as we can see in our work, features are the most important factor for image classification. In the future, new features should be mined. As for methods, neural network like HMM should be tried.

Using Ontology Dimensions and Negative Expansion to solve Precise Queries in the ImageCLEF Medical Task
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We present here the method we have used for indexing multilingual text part of the Image Medical CLEF Collection. The result of the textual querying is then mixed with the image matching. We show by our results that a fusion of two media are of a great benefice because the combination of text and image returns clear better results than the two separately. 

We focus in the paper on the textual indexing part using a medical ontology to filter the document collection. At first, we use the notion of ontology dimensions, which corresponds the split of the ontology into sub ontology. In our experiment we just use the first tree level of the MESH ontology.

We have modelled and experimented two different approaches of the use of the ontology: the first one is an ontology filtering that can force some terms of one dimension to be present in the final document. We have noticed a strong improvement using this technique over the classic Vector Space Model. The second technique manages the preference of some terms among other in the same dimension. Our hypothesis is that precise document should emphasis only few terms of a given dimension. To compute this new constraint, we have set up a negative weight query expansion. Finally, the combination of the two methods produces the overall best results. To our opinion, it shows that for a given domain, adding explicit knowledge stored into an ontology tree, enable to classify the importance of terms used in the query and enhance the finale average precision.

UB at CLEF 2005: Medical Image Retrieval Task
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This work was part of SUNY at Buffalo’s overall participation in the cross-language retrieval of image collections (ImageCLEF). Our main goal was to explore the combination of Content-Based Image Retrieval (CBIR) and text retrieval of medical images that have clinical annotations in English, French and German. We used a system that combined the GNU Image Finding Tool (GIFT) for content-based image retrieval and the well-known SMART system for text retrieval. The queries have a text description and one or more sample images. The sample images are processed by GIFT and the top ten images are used to locate the corresponding cases that will be used for automatic relevance feedback. 

From the textual part of the query we used only the English version provided in the query. This Text is processed with MetaMap, which is a tool that generates mappings of text to concepts in the Unified Medical Language System (UMLS). The current Version of UMLS includes vocabularies with translations in 13 languages (Including French and German which are the ones of interest for this task). For these experiments we decided to use the French terms present in UMLS as translations. The corresponding English and French UMLS terms associated with the concepts identified by MetaMap were added to the original English Queries. The text was processed by SMART and the top 10 cases retrieved (together with the cases from top 10 image retrieved by GIFT) are used for expand the query. Observe that this is a multilingual expansion since terms in French, German or English could be added by the query expansion process. The images associated with each case are given the same retrieval score from the text retrieval. Finally we combined the image scores obtained from the CBIR system and from the text retrieval system. We weighted this combination and the results indicate that a 3:1 weighting in favor of text retrieval achieve the best performance in our system.  

We also tried several parameters for expansion from conservative expansion (top 20 terms to more aggressive expansion using up to 150 terms). The results indicate that the top 50 terms extracted from the top 10 cases achieve the best results. Our results are very encouraging since our best run ranked 4th overall and is among the to three systems in this task. The results show that the combination retrieving information using text description performs significantly better than using only visual features. The combination of visual and textual features improves retrieval performance 35% above text retrieval. This improvement is statistically significant. 

Our future research plans include exploring in more detail the contribution of the translation using MetaMap and UMLS, types of queries that benefit the most from either text or image retrieval, and sensitivity of the system to different parameters.
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In the paper, we use Support Vector Machine (SVM) to learn image feature characteristics for assisting the task of image classification. The ImageCLEF 2005 evaluation offers a superior test bed for medical image content retrieval. Several image visual features (including histogram, spatial layout, coherence moment and gabor features) have been employed in the paper to categorize the 1,000 test images into 57 classes. Based on the SVM model, we can examine which image feature is more promising in medical image retrieval. The result shows that the spatial relationship of pixels is a very important feature in medical image data, because medical image data always have similar anatomic regions (lung, liver, head, and so on); therefore image features emphasizing spatial relationship have better result than others. 

Several image features are examined for medical image data. The medical image application is unlike general-propose images. In general propose images, the representation always consider the invariance in image rotation, zooming and shift. Medical images have more stable camera settings than general propose images; therefore, the spatial information becomes very important in medical images. We use the support vector machine as a classifier; it is very efficient, but it seems that the SVM lacks the ability of feature selection. In the future, we plan to develop the feature selection technology for the SVM to improve the performance.
Cross-Language Spoken Document Retrieval
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Seven sites participated in the Cross-Language Evaluation Forum (CLEF) 2005 Cross-Language Speech Retrieval (CL-SR) track.  This track differed from the Cross-Language Spoken Document Retrieval track run in the two prior years at CLEF in that the focus this year was on searching spontaneous speech from oral history interviews rather than news broadcasts.  The test collection created for the track is a subset of a large archive of videotaped oral histories from survivors, liberators, rescuers and witnesses of the Holocaust created by the Survivors of the Shoah Visual History Foundation (VHF).  The interviews in the collection are augmented by rich metadata that presented a unique opportunity for track participants to explore a variety of contrastive conditions between experimental runs.  The test collection includes 8,104 manually identified segments from 272 English interviews (589 hours), 38 training topics, 25 evaluation topics, and 48,881 relevance judgments.  Interviews were manually segmented to form topically coherent segments averaging 4 minutes (503 words) by VHF subject matter experts.  Automatic Speech Recognition (ASR) transcripts and both automatically assigned and manually assigned thesaurus terms are available as part of the collection.  Topics were translated from English into Czech, French, German and Spanish to facilitate cross-language experimentation.

The following sites submitted runs: University of Alicante (ualicante), Dublin City University (dcu), University of Maryland (umd), Universidad Nacional de Educación a Distancia (uned), University of Ottawa (uottawa), University of Pittsburgh (upitt) and University of Waterloo (uwaterloo).  To facilitate comparability, sites submitted one required run using automatically constructed queries from the English title and description fields of the topics (i.e., an automatic monolingual “TD” run) and an index that was constructed from some combination of the ASR text and automatically assigned thesaurus descriptors.  As many as four additional runs could be performed in whatever way best allowed the sites to explore the research questions in which they are interested.  In keeping with the goals of CLEF, use of non-English queries was encouraged; 40% of submitted runs used a non-English query language.  Figure 1 shows the mean uninterpolated average precision for the required runs across the 25 evaluation topics.
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     The University of Ottawa’s required run was highest ranked and statistically distinguishable (at p<0.05) from all other runs.  Comparison of additional official runs indicated that that use of document fields containing manually created yielded better retrieval effectiveness those use of fields containing only automatically generated data.  The best cross-language results were obtained with French topics.  The track succeeded in the bringing together a group of researchers with similar interests and a diverse range of technologies to facilitate access to spontaneous speech.  This success has motivated us to proceed with the track at CLEF-2006, where we will hope to include a Czech language test collection, improved accuracy for English ASR, and an English word lattice.


University of Ottawa’s Contribution to CLEF 2005, the CL-SR Track
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Our paper presents the first participation of the University of Ottawa group in CLEF, the Cross-Language Spoken Retrieval (CL-SR) track. We briefly describe the task and we present our system, followed by results for the submitted runs and for many unofficial runs. Our results for the submitted runs are substantially better than the results of the other six teams that participated in the track. For the unofficial runs, we experiment with many possible weighting schemes for indexing the documents and the queries, and show that the performance varies greatly with the weighting scheme. Then, we compare the effect of several translations of the queries and of combining the translations. We also look at using phonetic transcriptions of the queries and documents instead of the original ASR-produced text, and at combining the phonetic transcripts with the text. At the end we present the best results when all the available information in the collection is used (the manual summaries and keywords, in addition to the ASR-produced text). 

The University of Ottawa Cross-Language Information Retrieval system was built with off-the-shelf components. For translating the queries from French, Spanish, and German into English, several free online machine translation tools were used. Their output was merged in order to allow for variety in lexical choices. All the translations of a title made the title of the translated query; the same was done for the description and narrative fields. For the retrieval part, the SMART IR system (Buckley et al., 2000) was tested with many different weighting schemes for indexing the collection and the queries. The weighting schemes are combinations of term frequency, collection frequency, and length normalization components. One scheme in particular was used in the submissions because it proved to have much better performance than other combinations. For weighting document terms we used term frequency normalized by the maximum value and probabilistic collection frequency weighting with cosine normalization. For queries we used non-normalized term frequency and inverse document frequency weighting. For all languages involved in the task, this combination worked very well when all the fields of the query were used (title, description, and narrative); it worked well with title plus description, and not as well with title only.

Waterloo Experiments for the CLEF05 SDR Track
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This year is the first year that the Information Retrieval Group at the University of Waterloo participated in CLEF. For the Cross-Language Spoken Document Retrieval track we submitted five official runs: three English automatic runs (title-only, title+desc, and title+desc+narr), a Czech automatic run (title-only) and a French automatic run (title-only). All official runs used a combination of several query formulation and expansion techniques, including phonetic n-grams and pseudo-relevance feedback expansion over a topic-specific external corpus crawled from the Web. In addition, a large number of un-official runs were generated, including German and Spanish runs.

The University of Alicante at CL-SR track
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Our paper describes the participation of the University of Alicante in the new CL-SR Track at CLEF conference. In this track we introduce a set of features in the topics processing applied by our IR-n system. This set of features are based in the application of logic forms to topics and in the increment of the terms weight of the topics according to a set of syntactic rules. 

IR-n is a passage retrieval system that use Okapi similarity measure to calculate the weights of the terms of the topic according to the document collection. The terms weight of the topic are incremented according to their POs and their relations with other terms in the topic. The logic form of the sentence is calculated through the analysis of dependency relationships between the words of the sentence. 

To obtain this analysis of dependency relationships between the words of the sentence we use MINIPAR parser. A new technique called variable passages has been implemented. It applies fusion methods which are used in multilingual tracks to combine results with different size of passages. In present conference, we submit five runs in English language. 

According to the obtained results, the score obtained by our system applying the technique based on the employment of the heuristics to the treatment of the topics in the way of logic forms improves the score without the employment of this technique. We would hope these results due to our theoretical analysis developed previously to the implementation of this syntactic technique.

Pitt at CLEF05: Data Fusion for Spoken Document Retrieval

Daqing He, Jaewook Ahn
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Our paper describes an experimental investigation of data fusion techniques for spoken document retrieval. The effectiveness of retrievals solely based on the outputs from automatic speech recognition (ASR) is subject to the recognition errors introduced by the ASR process. This is especially true for retrievals on Malach test collection, whose ASR outputs have average word error rate (WER) of 35%. To overcome the problem, in this year CLEF experiments, we explored data fusion techniques for integrating the manually generated metadata information, which is provided for every Malach document, with the ASR outputs. We concentrated our effort on the post-search data fusion techniques, where multiple retrieval results using automatic generated outputs or human metadata were combined. Our initial studies indicated that a simple unweighted combination method (i.e., CombMNZ) that had demonstrated to be useful in written text retrieval environment only generated significant 38% relative decrease in retrieval effectiveness (measured by Mean Average Precision) for our task by comparing to a simple retrieval baseline where all manual metadata and ASR outputs are put together. This motivated us to explore a more elaborated weighted data fusion model, where the weights are associated with each retrieval results, and can be specified by the users in advance. We also explored multiple iteration of data fusion in our weighted fusion model, and obtained further improvement at 2nd iteration. In total, our best run on data fusion obtained 31% significant relative improvement over the simple fusion baseline, and 4% relative improvement over the manual-only baseline, which is a significant difference.

UNED at CL-SR CLEF 2005: Mixing Different Strategies to Retrieve Automatic Speech Transcriptions
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In our paper we describe UNED's participation in the CLEF CL-SR 2005 track. The goal of the track is to develop and evaluate systems for ranked retrieval of spontaneous conversational speech. Our participation in the track is focused on testing and mixing different techniques to improve the retrieval effectiveness: strategies to clean the documents, proper-noun recognition to structure the query and different pseudo-relevance feedback approaches. We have performed 84 different runs mixing these strategies in order to study the influence of each method in the retrieval process both in monolingual and cross-lingual environments.

Our best score was obtained using pseudo-relevance feedback over manual keywords and proper noun recognition. This run scores a 25.95% MAP, a 82.9% of the best submitted monolingual run, from the University of Maryland, and a improvement of 277.8% respect our best submitted monolingual run. The effects of the cleaning strategies are very similar for methods using full words (morpho, pos and clean), wich obtained higher scores compared with the trigrams runs. The manual keywords show to be the best field to use in a pseudo-relevance feedback approach. And, when using our entity recognizer, we also improve the MAP scores in both monolingual and cross-lingual environments. 

In crosslingual runs, we detect proper nouns present in both topics and manual summary of each document, to detect proper nouns that don't need a translation. We noticed that using this technique MAP scores double. We also want to test different approaches to identify proper nouns in the automatic transcriptions, or in the automatic keyword fields instead of extract them from the manual summary of the documents.

Dublin City University at CLEF 2005: Cross-Language Spoken Document Retrieval (CL-SR) Experiments

Adenike M. Lam-Adesina, Gareth J. F.Jones
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The Dublin City University participation in the CLEF CL-SR 2005 task concentrated on exploring the application of our existing information retrieval methods based on the Okapi model for this data set. The document transcriptions are provided with a rich set of metadata. It is not immediately clear how best to exploit this most effectively in retrieval, and we carried out initial exploratory experiments in making use of this additional information. Our official submissions included both the English monolingual and French bilingual runs. However, we also carried out German and Spanish bilingual runs. Topics were translated into English using Systran V3.0 machine translation system.

The basis of our experimental system is the City University research distribution version of the Okapi system. Documents and search topics were processed to remove stopwords from a list of about 260 words; suffix stripped using the Okapi implementation of Porter stemming, and terms were indexed using a small standard set of synonyms. None of these were adapted for the new CL-SR document set.

Our standard Okapi retrieval system incorporates a summary-based pseudo relevance feedback (PRF) stage. This method selects topic expansion terms from summaries of assumed relevant documents. All non-stopwords in the summaries are ranked using a slightly modified version of the Robertson selection value (rsv). Our standard process for summary generation is to select representative sentences from the document. Since the document transcriptions do not contain punctuation marking we needed an alternative approach to identifying significant units in the transcription. We approached this using a method derived from Luhn’s word cluster hypothesis. Luhn’s hypothesis states that significant words separated by not more than 5 non-significant words are strongly related.  Strongly related word clusters were identified in the running document transcription by searching for word groups separated by not more than 5 insignificant words,  e.g “… this chapter gives a brief description of the [data sets used in evaluating the automatic relevance feedback procedure investigated in this thesis] and also discusses the extension of  …”. Words appearing between clusters are not included in clusters, but can be ignored for the purposes of query expansion since they are by definition stop words. The parameters of the Okapi model and the PRF method were selected using the CLEF 2005 CL-SR training topics.

Our runs used combinations of the ASRTEXT2003A, ASRTEXT2004A, AUTOKEYWORDA1, AUTOKEYWORDA2, NAME, MANUALKEYWORD and SUMMARY fields. General conclusions from our runs are as follows:

· Using the Title field only of the topics was generally more effective than using the combined Title and Description fields. We found this result surprising and we are currently exploring the reasons for this result.

· Combining the auto transcriptions with AUTOKEYWORDA1 and AUTOKEYWORDA2 was more effective than using only AUTOKEYWORDA1 with the transcriptions.

· Adding the SUMMARY field further improved retrieval effectiveness.

· Using NAME and MANUALKEYWORD was more effective than using the AUTOKEYWORDA1 and AUTOKEYWORDA2 fields.

· The PRF method based on term clusters was found to be effective.

CLEF-2005 CL-SR at Maryland: Document and Query Expansion using Side Collections and Thesauri
Jianqiang Wang, Douglas W. Oard

CLIS/UMIACS, University of Maryland

wangjq,oard@glue.umd.edu

This paper reports results for the University of Maryland's participation in CLEF-2005 Cross-Language Speech Retrieval track. 

Techniques that were tried include: 

· document expansion with manually created metadata (thesaurus keywords and segment summaries) from a large side collection, 

· query refinement with pseudo-relevance feedback, 

· keyword expansion with thesaurus synonyms, and 

· cross-language speech retrieval using translation knowledge obtained from the statistics of a large parallel corpus. 

The results show that document expansion and query expansion using blind relevance feedback were effective, although optimal parameter choices differed somewhat between the training and evaluation sets. Document expansion in which manually assigned keywords were augmented with thesaurus synonyms yielded marginal gains on the training set, but no improvement on the evaluation set.

Cross-language retrieval with French queries yielded 66\% of monolingual mean average precision when searching manually assigned metadata despite a substantial domain mismatch between the parallel corpus and the retrieval task. Detailed failure analysis indicates that speech recognition errors for named entities were an important factor that substantially degraded retrieval effectiveness.

Multilingual Web Track

Overview of WebCLEF 2005
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The world wide web is a natural setting for cross-lingual information retrieval; web content is essentially multilingual, and web searchers are often polyglots.  Even though English has emerged as the lingua franca of the web, planning for a business trip or holiday usually involves digesting pages in a foreign language.  The same holds for searching information about European culture, education, sports, economy, or politics.  To evaluate systems that address multilingual information needs on the web, a new multilingual web track, called WebCLEF, has been set up as part of CLEF 2005. 
Three tasks were organized within this year's WebCLEF track: mixed monolingual, multilingual, and bilingual English to Spanish, with 242 homepage and 305 named page finding queries for the first two tasks, and 67 homepage and 67 named page finding tasks for the third task. All topics, and the accompanying assessments, were created by the participants in the WebCLEF track. In total, 11 teams submitted 61 runs for the three tasks. 
The main findings of the WebCLEF track in 2005 are the following.  The mixed monolingual task proved an interesting addition to the range of tasks in cross-language information retrieval.  Although it may be too early to talk about a solved problem, effective web retrieval techniques seem to carry over to the multilingual setting.  The multilingual task, in contrast, is still very far from being a solved problem.  Remarkably, using non-translated English queries proved more successful than to use translations of the English queries.

EuroGOV: Engineering a Multilingual Web Corpus

Börkur Sigurbjörnsson1, Jaap Kamps1,2, Maarten de Rijke1

1Informatics Institute, University of Amsterdam

2Archives and Information Studies, University of Amsterdam

borkur,kamps,mdr@science.uva.nl
In light of the linguistic diversity of the European web and European searchers, a cross-lingual web retrieval task, called WebCLEF, was launched at CLEF 2005.  Cross-lingual web retrieval requires a new document collection to be constructed, containing web content in many languages.  Of course, there are many options for creating such a collection.  Multi-lingual documents are abundant on the web.  We have chosen to focus on pages of European government-related sites, where collection building is less restricted by intellectual property rights.  The resulting collection is called EuroGOV and has been made available in January 2005. 
Using a three-step crawling process, we obtained pages from the European Union site, European Union members' governmental sites, as well the Russian governmental site.  EuroGOV has pages from 27 primary domains, adding up to a total of 3,589,501 pages, and can be compressed in 11 gigabytes of data.  The most frequent languages are Finnish (20%), German (18%), Hungarian (13%), English (10%), and Latvian (9%). 
The EuroGOV collection is available under an individual or organizational license restricting its usage to research only.

Web Retrieval Experiments with the EuroGOV Corpus at the University of Hildesheim.

Niels Jensen, René Hackl, Thomas Mandl, Robert Strötgen

Information Science, University of Hildesheim,
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D-31141 Hildesheim, Germany

mandl@uni-hildesheim.de

Our paper describes experiments based on one multilingual index carried out at the University of Hildesheim. Several indexing strategies based on a multi-lingual index have been tested with the EuroGOV corpus. Boosting topic fields with higher weight led to best results during post submission runs. The experiments also led to experiences in working with large test collections and the challenges associated with them. We succeeded in returning valid results for several runs. 

For the experiments, language resources in all languages were not available from ad-hoc retrieval. As a consequence, we considered n-gram indexing for the web retrieval task. Since the files of the EuroGOV corpus were not released in well formed XML, substantial effort for data pre-processing was necessary. The two main items in the EuroGOV files that needed replacing were predeclared entities. The first attempt to reformat the files has been carried out by a Perl-script and failed. A Java program was developed that worked through the whole corpus perfectly. 

One multilingual index was created. In order to generate a slim index we assembled a multilingual stopwordlist. The bases for this list were the stopword lists supplied by the University of Neuchatel and a list developed specifically for the Czech language. All lists were combined and revised into one file. This multilingual stopwordlist covers twelve languages and was used for the indexing process of the corpus. 

For our retrieval experiments, we created three different multilingual indexes. Two were created with the Lucene StandardAnalyzer. The first index covered the whole corpus whereas the second index cut off the indexing process after a maximum of 200 characters for each individual document. 

The third index was created with a NGram Analyzer also applied to multilingual ad-hoc retrieval before. Because of performance and time restrictions the trigram approach was only applied to the title field of the individual documents in the corpus files. These three indexes are the foundation for our experiments. As a main retrieval engine, we used Lucene. Our trigram index did not confirm the expectations. On average, the monolingual runs differ from the multilingual runs by about 0.0162 MRR points. 

For our post experiments we decided to generate another trigram index. We wanted to see if through boosting of the individual query fields (title & translation language English) the difference between the mono- and multilingual runs could be compensated or even improved. However, even a more complete index was not able to improve the MRR of the trigram runs. The results declined by approx. 50 %. 

In the second part of our post experiments we took the four indexes we had generated, and modified the weights of the query fields. The ratio for the two query fields were 10 to 1 and vice versa. Applying this procedure, the performance of the multilingual run based on the StandardAnalyzer Index results in higher MRR values. The boosted multilingual run has a better result than any monolingual run and is the best run of all our experiments.

European Web Retrieval Experiments with Hummingbird SearchServerTM at CLEF 2005

Stephen Tomlinson
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Hummingbird participated in the mixed monolingual retrieval task of the WebCLEF Track of the Cross-Language Evaluation Forum (CLEF) 2005. In this task, the system was given 547 known-item queries from 11 languages (134 Spanish, 121 English, 59 Dutch, 59 Portuguese, 57 German, 35 Hungarian, 30 Danish, 30 Russian, 16 Greek, 5 Icelandic and 1 French). The goal was to find the desired page in the 82GB EuroGOV collection (3.4 million pages crawled from government sites of 27 European domains). We experimented with different techniques for web retrieval and analyzed the differences between them. We defined a new measure, First Relevant Score (FRS), to facilitate per-topic analysis, and we focused on analyzing Greek, Danish and Icelandic topics. We found that stopword processing was more important than anticipated, perhaps because words common in one language may tend to be overweighted by inverse document frequency in a mixed language collection. Extra weight on the document title helped significantly, and extra weight on less deep urls significantly helped home page queries. Stemming was of neutral impact on average, but could make a substantial difference for individual queries.

Melange: Components for Cross-Lingual Retrieval

Max Pfingsthorn, Koen van de Sande, Vladimir Nedovic
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We present the finalized version of our cross-lingual search engine Melange and results obtained by running it on WebCLEF topics in an attempt to solve Mixed Monolingual and Multilingual tasks. The emphasis of our paper is on certain components of the system which are relevant to the CLIR field and which can be developed further independently. These are our data extraction tools, PageRank ranking scheme, anchor text indexing, language detection module and query translation.

Our data extraction tools operate on the EuroGOV dataset and can be used to very robustly extract text, link structure and anchor text from documents, amongst others. A connectivity graph for EuroGOV is built using the extracted link structure and we calculate PageRank values from it. The extracted anchor text is indexed in a way that allows easy lookup of the anchor texts other pages use to refer to a specific page.

Our language detection module is based on character n-grams and can be used on both queries and complete documents. It supports 22 languages and provides an accuracy of 88.2% on the query strings of the WebCLEF topics. It has a low recognition rate for Spanish, which hurts our retrieval results. Excluding Spanish yields accuracy over 93%.

We translate queries into up to nine languages using WorldLingo. All these queries are performed on language-specific indices and the results integrated. For some target languages in the Multilingual task we get no results because we do not have translation resources for them.

The above components of our system can be further utilized as they proved to be quite robust and to work well, even though the results for the entire system are not as good as we expected. The primary reasons are limitations of our translation tools, stoplists, stemmers and for some languages the language detector. Character encoding is a standard problem in the CLIR community, and due to our special attention to it we follow most common encoding standards, but we cannot address it perfectly.

Two minor features of our system are user profile result customization and language hint extraction (which tries to derive the target language from the query itself), which only provide improved results when topics are targeting English resources.

The University of Amsterdam at WebCLEF 2005
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Our paper documents the University of Amsterdam's participation in the CLEF 2005 WebCLEF track. The EuroGOV collection used at WebCLEF is based on a crawl of governmental information from a range of sites. Such a collection of web data is much noisier than traditional collections of newswire and newspaper data originating from a single source. Moreover, the linguistic variety in the collection makes it harder to apply language-specific processing methods such as stemming algorithms. Hence, we simply indexed the collection by extracting the full text from the documents. 

For the mixed monolingual task, we submitted a single, standard ad hoc retrieval run. Our main finding is that such a straightforward approach is relatively effective, that uses no web specific settings. Considering the fact that we are dealing with a stream of topics in eleven languages, and with an even greater number of languages in the collection, this sheds new light on the robustness of modern information retrieval techniques. 

For the multilingual task, we experimented with different numbers of translations of the English queries, and with restricting the returned pages to the now-known language of the query at hand. Our experiments show beneficial effects for restricting the number of translation to those occurring frequently in the topic set, as well as for limiting query translations to return only pages in the language of the query. In general, however, the combined results for the multilingual task are unimpressive. The individual query translations, however, seem relatively successful in targeting their share of relevant pages. This casts considerable doubt on the effectiveness of standard combination methods for this particular task.

Web Track for CLEF2005 at ALICANTE UNIVERSITY
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Our paper presents the first experiment done for the CLEF2005 Multilingual Web Track. The collection, called EuroGOV, consists of web documents crawled from European governmental sites. Retrieving in a Multi/Crosslingual manner is a natural and common established way for carrying out web searches. At CLEF we have focused our main effort in the Spanish part of the Mixed Monolingual task, but we have also participated with several other languages (Danish, Dutch, German, English and Portuguese), and in the Bilingual English-Spanish task. There is one preprocessing phase concerning to the corpus, consisting of parsing the html code and keyword extraction. As this has been the first Multilingual Retrieval Track at CLEF, topics have been developed by participants, so the topic creation stage concerning to Spanish is also related. Concretely, there are two topic categories: Home Page Finding and Named Page Finding. A passage based IR system (IR-n system) is applied at retrieving phase. IR-n system uses the sentences as atoms with the aim to define the passages. The passages are usually composed of a fixed number of sentences. Furthermore, IR-n system uses overlapping passages in order to avoid that some documents cannot be considered relevant if words of the question appear in adjacent passages. IR-n system allows the use of distinct similarity measures This involves an advantage, so that, in each task is used the best similarity measure. According to others IR systems, IR-n system uses different techniques of the query expansion. Previous researches have showed that the approaches get better results when they are based on passages and in the complete document. For the monolingual task, topics have been divided by language so that they are individually processed by the system. The specific results are finally merged in a results file. For the Bilingual task, an association of three different translators has been applied in order to improve the system. Our automatic approach has been performed by a merging of three different on-line translators. The main idea is that the more common word is in the translators output, the higher relevancy has. Also a language identifier has been created with the purpose of building an automatic system without the need of providing the topic language specifically through the topic information. With the aim to automatically distinguish the correct language of the topic, the language detector has as general bases dictionaries, specific governmental terminology and some characterised part-of-word terminology (i.e. “ção” in the case of Portuguese).
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Our paper describes the performed experiments for MIRACLE participation in WebClef 2005. The main objective for this task is to retrieve specific web pages using a short user query. The document collection used is very huge, and so, the main goal of our participation was to identify the minimum amount of web page content needed to allow an efficient retrieval of information. For this purpose, a set of independent indexes was constructed for each top level domain of the EuroGOV collection. Each of these indexes contains information extracted from the document URL, title, keywords, detected named entities or HTML headers. These indexes are queried to obtain partial document rankings, which are combined with various relative weights to test the value of each index. The trie based indexing and retrieval engine developed by the MIRACLE team is now fully functional and has been adapted to the WebClef environment and employed in this campaign. Other tools, such as the Named Entities Recognizer based on a finite automaton, have also been developed.

TPIRS: A System for Document Indexing Reduction on WebCLEF
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In this paper we present the results of BUAP/UPV universities in WebCLEF, a particular task of CLEF 2005. Particularly, we evaluate our information retrieval system in the bilingual English to Spanish track. Our system uses a term reduction process based on the Transition Point (TP) technique. The transition point is a frequency value that splits the vocabulary of a document in two sets of terms (low and high frequency), and this value can be localized by identifying the lowest frequency (from the highest frequencies) that it is not repeated. Studies on the TP technique are meant to demonstrate that terms of medium frequency are closely related to the conceptual content of the document. Thus, the most important words are those that obtain the closest frequency values to the TP, using a threshold.

Our cross-language information retrieval system (CLIRS) uses the TP concept and is based on the Boolean Model. In order to rank the documents retrieved, our CLIRS used the Jaccard similarity function. Several values of a neighbourhood of the TP were used as thresholds in order to select index terms of the documents.

We used a subset of EuroGov corpus for our evaluation. This subset was composed by a set of Spanish Internet pages (identified by using TexCat, a guesser language program widely used), and originally obtained from European government-related sites (we named this corpus BiEnEs). For the evaluation of BiEnEs, a set of 134 queries was composed and refined, in order to provide grammatically correct "English" queries, which were distributed in the following way: 67 homepages and 67 named page findings. In order to translate every query from English to Spanish, an online translation system (http://www.freetranslation.com) was used.

The behaviour of document indexing reduction on our CLIRS, was determined by the results obtained on five runs submitted to the contest: the first (named "Full") was considered as a baseline and it used a corpus composed by all the full documents. On the other hand, the last four runs were composed by corpus with 89.25%, 83.25%, 82.55% and 75.37% of reduction, which corresponds to the TP thresholds of 10%, 20%, 40% and 60%, respectively.

Our method is linear in computational time, and therefore it can be used in practical tasks. By reducing terms in those documents conforming the corpus of our CLIRS, not only the time needed for indexing was reduced but also the precision of the results obtained was improved. Particularly, we observed that after reducing the 82.55% of the corpus, a Mean Reciprocal Rank of 0.0844 was obtained, compared with 0.0465 of such evaluation with full documents.

The TP technique has shown an effective use on diverse areas of NLP, and its best features for NLP are mainly two: a high content of semantic information and the sparseness that can be obtained on vectors for document representation on models based on the vector space model. On the other hand, its language independence allows using this technique in CLIRS, which is the matter of WebCLEF.

* This work was partially supported by BUAP-VIEP 3/G/ING/05, R2D2 (CICYTTIC2003-07158-C04-03), ICT EU-India (ALA/95/23/2003/077-054) research projects.     
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The participation of the REINA Research Group in WebCLEF 2005 is focused in the monolingual (Spanish) mixed task. Queries or topics are of two types: named and home pages. However, we do not know in advance which kind of topic each is. Our approach is: first, to perform a search by thematic contents. Then, we try to guess which queries are for home pages; for these, the results of the thematic search are re-ranked, in basis to the estimated possibilities of being home page of every of the retrieved pages. 

The thematic contents search is performed with our own software, based on the well known vectorial model. Nevertheless, not only the text of the body field is used, but also the fields title, some ETA tags fields, and the text of the backlinks of every page. We adopted an approach post-retrieval; so, an index for every field took in account was built, and, for the same query, we performed a search in each of the indexes. Then, we combined the results from every index in a single list. 

In general, the use of several fields, besides the body, makes better results. This is true for the tested fields, except for the META keywords. Perhaps, the reason is the funny use of this field by author's pages. 

To guess which queries are for home pages, we analyzed the structure and words of several queries for home pages. So, we manually navigated by the real Spanish government webs; we identified the home pages and we took the titles as possible queries looking for these pages. Also, we took the home page queries of TREC and we translated them to Spanish. 

We observed some common elements in the structure of the home page queries. This structure lies about using certain terms in relationship with the searched home page. Thus, this kind of pages are entry pages to the webs of certain institutions: ministries, institutes, centers, etc. So, these terms (Ministerio, Instituto, etc.) will be present in the query. Besides, they will be in certain positions inside the query, and they will go accompanied, before and later, of certain auxiliary words (articles and other connectors). This allowed us to build a set of home page query patterns, to which we added a simple heuristic: the presence of expressions as home page, portal, etc. 

So, when a home page query is detected, a re-rank of the results of the thematic contents retrieval is performed, boosting pages which have more possibilities of being a home page. There are several techniques to determine which retrieved pages can be home pages. These are not excluding techniques and they can be combined. We used techniques based on the link analysis. More precisely, we use the well known Page-Rank and Centrality. Centrality seems to produce better results.

UNED at WebCLEF 2005
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Our paper describes UNED NLP & IR Group experiments at the Web CLEF track. The UNED NLP & IR Group took part in the bilingual English-Spanish task. 

The main goal of the track is to test information retrieval systems in a cross-language environment settled at the Web. The organization provided a set of 134 topics in English and a collection of European governmental web pages (EuroGov). Each topic targets a specific web page that can be found at the collection. 

Given the wide range of languages at the test collection, the use of normalization techniques and stopwords lists was discarded, both in documents and queries. Indexing is made preserving the information about the most relevant structural elements. We extracted from the HTML structure the following fields: title, metadata, body, headings (text tagged with h1, h2, h3, etc.), outgoing links ant its corresponding text anchors.  We indexed only the documents in Spanish, according to the language detection output provided by the organization. 

The query processing starts by deciding which words of the query need to be translated to Spanish or must remain untranslated. Our hypothesis is that a word with its highest normalized document frequency in a collection of documents other than the English Collection is not an English word, and hence must not be translated. In other case we translate word-by-word using a bilingual English-Spanish dictionary. Our main attempt was to improve query translation by means of a non supervised approach to the translation of out-of-vocabulary words. If the word is not found at the dictionary we proceed to extract a candidate translation from the Web. We assume that in a document identified as mainly written in Spanish but that also contains the OOV English word, the window of 20-25 terms around this word (approximately a snippet) might contain its Spanish translation. 

Given an OOV English word, we search on Google for Spanish documents at the Web with that word. Taking the first 40 snippets we select the 10 more frequent words (removing stopwords and English words that might also appear). These frequent words are considered as translation hypothesis. To select the final translation we search on Google for English documents containing the translation candidate. If the Spanish word co-occurs in the snippets of this search we count its frequency and add it to the frequency of the candidate at the first search. This number is used to rank the translation hypothesis, and select the best one. 

In the search phase, we disposed of two ranking options based on the fields identified during the indexation. One possibility was to search over the whole contents of the documents and then rank the results according to this data. The other option was to use the identified fields. In this case, the ranked results are built by the consecutive searches, looking at just one field each time and disposing the results in the same order. At each iteration we remove the duplicated documents at the lower positions. 
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We present a report on our participation in the mixed monolingual web task of the 2005 Cross-Language Evaluation Forum (CLEF). This year we, the University of Indonesia IR-group, participated in the mixed monolingual WEBIR - CLEF 2005 task.

The mixed monolingual task searches for web pages in a number of languages. The web collection contains over two million documents from the EUROGOV collection. The collection is divided into 27 European language domains. In this mixed monolingual task, the queries are in various languages and used to find documents in the same language as the queries.

The queries and the documents were processed using the Lucene  information retrieval system, which is based on the vector space model [1, 2]. Stopword removal was applied only to the English queries and documents.  We used three different techniques for indexing the documents in the collection, i.e., based only on the content of the page, based on the target domain and the page content, and based on the combination of the page title and the target domain.

The first technique considers the content of the page in order to find the most relevant web pages to the query. 

The second technique is using the metadata of the query and the documents, since the collection contains documents not only in English, we also used the information in the metadata of the target document. The information about the target domain of the query is matched with the domain metadata of the pages. We then applied the vector space model to obtain the most similar pages to the query based on the page content. In this case, the documents were indexed in separate indexing files according to the domain and searched according to the specified index.

The third technique uses a combination of the page title and the target domain. We used only the terms in the page title as the query terms once the domain of the target pages is found. We then performed matching between the title of the pages and the query using the vector space model.

Our results demonstrate that combining the target domain metadata and the page title resulted in better mean reciprocal rank (MRR) compared to searching using the content only and using the target domain metadata and the page content. However the combination of the target domain metadata and the page title achieved best performance only at 1 rank. For the other ranks, using the target domain metadata and page content showed better results compared to the other two techniques. We hope to improve our results in the future by exploring still other methods.
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GeoCLEF is a new track for CLEF 2005. GeoCLEF was run as a pilot track to evaluate retrieval of multilingual documents with an emphasis on geographic search. Existing evaluation campaigns such as TREC and CLEF do not explicitly evaluate geographical relevance. The aim of GeoCLEF is to provide the necessary framework in which to evaluate GIR systems for search tasks involving both spatial and multilingual aspects. Participants were offered a TREC—style ad hoc retrieval task based on existing CLEF collections. GeoCLEF was a collaborative effort by research groups at the University of California, Berkeley and the University of Sheffield.  Twelve research groups from a variety of backgrounds and nationalities submitted 117 runs to GeoCLEF.

Geographical Information Retrieval (GIR) concerns the retrieval of information involving some kind of spatial awareness. Given that many documents contain some kind of spatial reference, there are examples where geographical references (georeferences) may be important for IR. For example, to retrieve, re-rank and visualize search results based on a spatial dimension (e.g. “find me news stories about riots near Dublin City”). In addition to this, many documents contain geo-references expressed in multiple languages which may or may not be the same as the query language. This would require an additional translation step to enable successful retrieval. 

For this pilot track 2 languages, German and English, were chosen to be the document languages, while topics were developed in English with topic translations provided for German, Portuguese and Spanish.   There were two Geographic Information Retrieval tasks: monolingual (English to English or German to German) and bilingual (language X to English or language X to German, where X was one of English, German, Portuguese or Spanish). The English document collections were the standard English collections of past ad-hoc CLEF campaigns: the 1994 Los Angeles Times collection and the 1995 Glasgow Herald collection. The German collections were the standard German news collections of past CLEF campaigns: the SDA 1994/1995 Swiss news wire, Frankfurter Rudisheim (FR) 1994/1995, and Der Spiegel 1994/1995.

Twenty five topics were developed in English. The first ten topics were chosen from past CLEF topics which had a geographic aspect (e.g. “Amnesty International in Latin America”) and fifteen additional topics were generated by the GeoCLEF organizers (e.g. “Golf Tournaments in Europe”). Each topic description was augmented by a geographic specification of the form <topic> <geographic operator> <location> where <geographic operator> was chosen to be among “In”, “Southwest of”, etc. The relevance judgment were formed from a combination of pooling (depth 60) and judgements formed from an Interactive, Search and Judging process. A total of 14,546 English documents and 15,664 German documents were judged. 

Of the 117 submitted runs by the participating groups, 53 were English monolingual, 25 German monolingual, 22 X to English and 17 X to German runs. 

The results were encouraging, both in terms of number of groups/runs participating, but also in terms of interest. GeoCLEF will probably continue in 2006 and expand the number of document languages (likely Portuguese and perhaps Spanish) as well as the scope of the task (i.e. consider more difficult topics such as “find stories about places within 125 kilometers of [Vienna, Viena, Wien]”).

MIRACLE’s 2005 Approach to Geographical Information Retrieval
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The objective of Cross-Language Geographical Information Retrieval (GeoCLEF) task is to evaluate Geographical Information Retrieval (GIR) systems involving both spatial and multilingual aspects. The main challenges in the development of a system of these characteristics are the side aspects of the main problem of geographical information retrieval in a multilingual environment (translating locations, ambiguity of geo-references, finding/creating a multilingual gazetteer…) and the inherent ones to the information retrieval (stemming, transformation, filtering, generation of n-grams, relevance feedback, indexing…).

The goal of the MIRACLE team participation in GeoCLEF task has been to have a first contact with Geographical Information Retrieval systems, focusing most of the effort on the resolution of problems related to the geospatial retrieval: creating multilingual gazetteers, geo-entities recognition, processing spatial queries, document tagging, and document and topic expansion. Therefore, we have submitted only runs for monolingual tracks in order to evaluate the effect that the developed geographical tools cause in the information retrieval process. 

The MIRACLE team approach is based on the development of named geo-entity recognition and geospatial information retrieval tools and on its combination with linguistic techniques to perform indexing and retrieval tasks. In its development, we have used different information Retrieval models: boolean model for geo-entity recognition, probabilistic model for textual information retrieval, and deterministic model for topic expansion. 

The geo-entity recognition system that we have developed involves a lexicon consisting of a gazetteer list of geographical resources and several modules for linguistic processing, carrying tasks such as geo-entity identification and tagging. For lexicon creation we have coalesced two existing gazetteers: the Geographic Names Information System (GNIS) gazetteer of the U.S. Geographic Survey and the Geonet Names Server (GNS) gazetteer of the National Geospatial Intelligence Agency (NGA). When used together, they meet the main criteria for gazetteer selection we have taken into account: world-wide scope, free availability, open format, location using longitude and latitude coordinates, and homogeneity and high granularity. However, they have some unsuitable properties for our purposes that we have had to improve. The information retrieval engine used for indexing and searching the gazetteers has been Lucene. 

The developed tool for geo-entity identification involves several stages focused to searching tokens consisting of one or more words that match exactly some gazetteer entry. The topic expansion tool consists of three functional blocks: geo-entity identifier, spatial relation identifier, and expander. The expansion made is determined by the type of geographic resource (continent, country, region, county, city…) and the associated spatial relation. 

The baseline approach to processing documents and topic queries is composed of the following sequence of steps: extraction of textual data enclosed in XML marks, normalization by elimination accents in words, geo-entity recognition or topic expansion, conversion to lowercase, elimination of stopwords, stemming, indexing, and retrieval. For the two last steps we have used two search engines applying then to different experiments: a trie-based search engine developed by the MIRACLE team and the Lucene system from the Apache Jakarta project.
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O. Ferrández, Z. Kozareva, A. Toral, E. Noguera, A. Montoyo,  R. Muñoz, Fernando Llopis

Grupo de Investigación en Procesamiento del Lenguaje y Sistemas de Información

Departamento de Lenguajes y Sistemas Informáticos

University of Alicante, Spain

{ofe,zkozareva,atoral,elisa,montoyo,rafael,llopis}@dlsi.ua.es

For the participation of the University of Alicante in the first cross-language Geographic Information Retrieval, we have developed a system designed to retrieve relevant documents that contain geographic tags. Our system is made up of three modules. One of them is an Information Retrieval module (IR-n) and the others are Named Entity Recognition modules based on machine learning (NERUA) and based on knowledge (DRAMNERI), all of them are also developed at University of Alicante. We consider that an Information Retrieval module plus a Named Entity Recognition modules will be better to identify relevant documents about specific geographic items. 

For the resolution of the proposed tasks in GeoClef 2005, we have applied different combinations of these modules. These combinations are the different runs developed for resolving the monolingual and bilingual tasks. There are two mandatory runs for each task, the first uses only the topic title and the topic description, whereas the other mandatory run uses both the topic title and description plus all the geographic tags. Neither of them use the topic narrative and these runs uses only the Information Retrieval module. 

In addition to these mandatory runs we have developed other runs using the NER modules. Using the NER module based on Machine Learning (NERUA) and using the other NER module based on knowledge. The application of these modules has been focused on the recognition of locations in the text. In a nutshell, these runs combine the Information Retrieval module and, NERUA or DRAMNERI module, and they will consider as relevant document depending on the existence of a location entity. 

Finally, we have also developed another run consists of an expansion of the topics adding synonyms of the main nouns, but this run has only been carried out for English topics. In order to resolve the bilingual task we have followed a strategy consists of merging several translations built by several on-line translators. The motivation behind this idea is that the words that appear in different translations have more relevance that those that only appear in one translation. 

The system obtained better results in the monolingual task achieving an improvement between 48% and 69% above the average. The results are shown and discussed in the paper.

MetaCarta at GeoCLEF 2005
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In this paper we divide the processing steps required for the GeoCLEF task into two parts: those that are likely common to all participants and those that are specific to the MetaCarta system. The former include (1) stopword filtering; (2) stemming (morphological analysis); (3) selecting keywords for a concept (vocabulary enrichment); (4) good handling of disjuncts and negation (Booleans); and (5) fluff removal, while the latter are (A) detection of geographic entities in the query text and (B) assigning bounding boxes to these. 

After analyzing the 2005 task we conclude that it has surprisingly little geographic content. This can be seen from two indicators: first, that a submission we made "dumbing down" the geographic capabilities is nearly as good as the one closer to true geographic information retrieval, and second, from the error analysis which shows that most of the performance-limiting factors are related to (1-5) rather than (A-B).

A WordNet-based Query Expansion Method for Geographical Information Retrieval

Davide Buscaldi, Paolo Rosso, Emilio Sanchis Arnal

Dpto. de Sistemas Informáticos y Computación (DSIC),

Universidad Politécnica de Valencia, Spain

{dbuscaldi, prosso, esanchis}@dsic.upv.es
This report describes a query expansion method based on the expansion of geographical terms by means of WordNet synonyms and meronyms, originally developed for the use with some of the TREC-8 adhoc task. 

We used this method also for our participation in the GeoCLEF 2005 English monolingual task, while using the well-known Lucene search engine for indexing and retrieval. Geographical entities often appear in very different forms in text collections, such as when a foreign name is used instead of the English one, or when the citation of some region or place omits the name of a larger geographical entity containing them. This is a known problem in the field of Information Retrieval. The use of an ontology like WordNet could help in addressing this issue. 

In the field of IR, it has been proven that the expansion techniques based on statistically derived associations can be useful, the methods based on thesauri with synonyms obtained less promising results. This is mainly due to the ambiguity of the query terms and its propagation to their synonyms. Nevertheless, in the case of geographical terms, the resolution of ambiguity is usually less difficult and therefore better results can be obtained by the use of effective query expansion techniques based on ontologies. 

The obtained results are not very promising, being both precision and recall below the values obtained with the clean system, which does not make use of query expansion. We believe that the reason of such bad results is that since the expansion technique was originally developed for queries from the TREC-8 adhoc task, where nation names indicated a political entity rather than a geographical one. Therefore, we believe that the use of WordNet during the indexing phase in order to enrich the text with synonyms and holonyms (holonymy is the inverse relation of meronymy) may prove more useful than the query expansion.

The GeoTALP-IR System at GeoCLEF-2005: Experiments Using a QA-based IR System, Linguistic Analysis, and a Geographical Thesaurus
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Our paper describes the GeoTALP-IR system, a Geographical Information Retrieval (GIR) system. The system is described and evaluated in the context of our participation in the CLEF 2005 GeoCLEF Monolingual English task. 

The system architecture has two phases that are performed sequentially: Topic Analysis and Document Retrieval. 

The Topic Analysis phase extracts and analyzes the relevant keywords from the topic. This phase uses a Keyword Selection algorithm based on Linguistic and Geographical Analysis of the topics. A Geographical Thesaurus has been build using a set of publicly available Geographical Gazetteers. 

The Document Retrieval (DR) phase is based on Lucene, uses a modified version of the Passage Retrieval module from the TALP Question Answering (QA) system at CLEF2004 and TREC2004 QA evaluation tasks. Lucene uses the standard tf.idf weighting scheme with the cosine similarity measure, and allows ranked and boolean queries. The DR algorithm uses a data-driven query relaxation technique: if too few documents are retrieved, the query is relaxed by discarding the keywords with low priority. The reverse happens when too many documents are extracted. 

The document collections Glasgow Herald 1995 and Los Angeles Times 1994 have been processed using the Linguistic and Geographical Analysis, and then indexed with Lucene. For each document indexed we created a field for searching by lemma for the normal keywords and a geographical field for searching places. We established two search policies over the the geographical index field for places as countries and regions: a strict policy (a geographical point must be found with its exact coordinates in the index) and a relaxed policy (all the geographical places inside the country or region are retrieved). 

We designed a set of four experiments that consists in applying different search strategies and tags to an automatic GIR system. Two baseline experiments have been done, the runs geotalpIR1 and geotalpIR2. These runs differ uniquely in the query type used: a boolean+ranked retrieval in geotalpIR1 run and ranked retrieval in geotalpIR2 run. Both runs used the Title and Description tags, and for searching geographical places they use a search by lemma. 

The runs geotalpIR3 and geotalpIR4 processed the Title, Description and Location tags. Moreover, these runs used a boolean+ranked retrieval and the geographical index field for searching places. The run geotalpIR3 used a strict search policy, and the geotalpIR4 run used a relaxed search policy. 

The results show a substantial difference between the two first runs and the two last ones, specially in the recall measure: 49.51% and 49.22% in the first and second run (geotalpIR1 and geotalpIR2) and 62.35% and 66.83% in the third and fourth run (geotalpIR3 and geotalpIR4). The recall is improved by the use of a Geographical Thesaurus and a relaxed search policy over the geographic field as is seen in the fourth run (geotalpIR4). Finally, in the last run (geotalpIR4) we obtained a results about 8.14% better than the median average (0.2063) obtained by all the runs from the participants in the GeoCLEF-2005 task. 

We conclude that the use of a Geographical Thesaurus for Geographical Indexing and Retrieval has improved the performance of our GIR system.
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In the paper I will describe the Berkeley (group 1) approach to the GeoCLEF task for CLEF 2005. The main techniques we are testing is the fusion of multiple probabilistic searches against different XML components using both Logistic Regression (LR) algorithms and a version of the Okapi BM-25 algorithm. We also combine multiple translations of queries in cross-language searching. Since this is the first time that the Cheshire system has been used for CLEF, this approach can at best be considered a very preliminary base testing of some retrieval algorithms and approaches. The primary approaches taken for GeoCLEF were to georeference proper nouns in the text using a gazetteer derived from the World Gazetteer with both English and German names for each place, and to expand place names for regions in the queries by the names of the countries or cities in that region. 

For both the monolingual and bilingual tasks we indexed the documents using the Cheshire II system. The document index entries and queries were stemmed using the Snowball stemmer, and a new georeferencing indexing subsystem was used. This subsystem extracts proper nouns from the text being indexed and attempts to match them in a digital gazetteer. For GeoCLEF we used a gazetteer derived from the World Gazetteer (http://www.world-gazetteer.com) with 224698 entries in both English and German. The indexing subsystem provides three different index types: verified place names (an index of names which matched the gazetteer), point coordinates (latitude and longitude coordinates of the verified place name) and bounding box coordinates (bounding boxes for the matched places from the gazetteer). All three types were created, but due to time constraints we only used the verified place names in our tests. Text indexes were also created for separate XML elements (such as document titles or dates) as well as for the entire document.

For the bilingual search tasks we used three different MT systems, the L&H PC-based system, SYSTRAN (via Babelfish), and PROMT. Each of these translations were combined into a single probabilistic query. The hope was to overcome the translation errors of a single system by including alternatives.

We tried two main approaches for searching, the first used only the topic text from the title and desc elements, the second included the spatial relation and location elements as well. In all cases the different indexes mentioned above were used, and probabilistic searches were carried out on each index, and the results combined using the CombMNZ algorithm, and by a weighted combination of partial element and full document scores. For bilingual searching we used both the Berkeley TREC3 and the Okapi BM-25 algorithm, for monolingual we used only TREC3. For one submitted run in each task we did no query expansion and did not use the location elements in the topics. For the other runs each of the place names identified in the queries were expanded when that place was the name of a region or country.
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Our paper presents the results of our initial experiments in the monolingual English task and the Bilingual Spanish topics and English documents task. We used the Terrier Information Retrieval Platform to run experiments for both tasks using the Inverse Document Frequency model with Laplace after-effect and normalization 2. The document collections indexed and queried were the LA Times (American) 1994 and the Glasgow Herald (British) 1995. Documents and topics were processed using the English stopword list (571 words) built by Salton and Buckley for the experimental SMART IR system and the Porter stemmer. 

For the bilingual task we worked with Spanish topics and English documents. We built a component, independent of Terrier, to translate the topics from Spanish into English. All the information within the tags was translated except for the narrative, because we did not consider the narrative for any of the two runs that we submitted. Topics in Spanish were preprocessed by removing diacritic marks, and stopwords using a list from SMART. Diacritic marks were also removed from the stopwords list, duplicates were eliminated. The last step was to perform word-by-word translation without considering word ordering and syntactic differences between Spanish and English. The new set of topics thus created was then used in two English monolingual runs; one using the title and description, the other one using title, description and geographic tags.

Retrieval results for the English monolingual task using only title and description performed well above average for most of the topics. The retrieval performance of the run adding geographic tags did not improve significantly as it was expected. 

The results for the two official runs submitted to the bilingual task showed a slight improvement in tne median average precision using the geographic tags. 

Comparison of retrieval performance between the monolingual task and the bilingual task, which was ran as a monolingual task shows that the average precision using the title and description performed better in the former task. The average precision using the title, description and geographic tags was better in the bilingual task than in the monolingual task.

In the paper we presented work on monolingual and bilingual geographical information retrieval. We used Terrier to run our experiments, and an independent translation component built to map Spanish topics into English topics. The results were evaluated in the GeoCLEF2005 track of CLEF2005.

In conclusion, Experimental results show the following. The use of geographical information did not improve retrieval performance significantly in our work. Translated geographic information performed better than using the original English tags. Further experimentation with other DFR models of Terrier and other IR systems is necessary to determine to what extent this is true. We are starting to investigate the translation of spatial relations and contextual relevance to GIR.

Berkeley2 at GeoCLEF: Cross-Language Geographic Information Retrieval of German and English Documents 
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GeoCLEF is a new track for the CLEF 2005 campaign and workshop. Geographic Information Retrieval (GIR) tries to exploit geographical references in text for targeted and improved retrieval. The topics presented in GeoCLEF differ from the usual ad-hoc topic layout by including additional tags customized for GIR. Each topic had a concept tag, a spatial relation tag and one or more location tags augmenting the usual title, description and narrative query structure. GeoCLEF provided English and German document collections and English, German, Portuguese and Spanish topic files. Berkeley group 2 participated in monolingual retrieval for both English and German as well as bilingual retrieval from English to German and vice versa.  We experimented with the additional location-specific tags by including them into the query formulation and by manually manipulating the location tag to add more specific location names. For example, the location “Europe” was expanded to include the names of the individual countries in Europe.  In all cases our retrieval was augmented with blind feedback.

Runs and results:

For monolingual retrieval, we submitted one title and description run, one run with title, description and narrative, one with title, description, concept and location tag and one with title, description, concept and the manually expanded location tag.

In German monolingual retrieval, 4 topics did not retrieve any relevant documents overall. Additionally, our runs failed to retrieve any relevant documents for 3 more of the remaining 21 queries. Adding location information lowered the average precision score considerably. The TDN run (BKGeoD3) achieved the highest MAP with 0.2042 followed by the TD run (BKGeoD2) with 0.1608. The manual expansion strategy (BKGeoD4) achieved the lowest MAP (0.1112), whereas adding the tags achieved a MAP of 0.1545. Because a significant proportion of topics retrieved very few relevant documents from the German collection, this might explain these low precision scores.

In English monolingual, adding the geographical tags (BKGeoE1) achieved the highest result with a MAP of 0.3936, but the manual expansion strategy did not improve the average precision (BKGeoE4 0.3550). The TDN run (BKGeoE3) outperforms the TD run (BKGeoE4) by 8% and improves from 0.3528 to 0.3840.

For bilingual retrieval, we used the L&H Power Translator Pro to translate the topics from English to German and vice versa. In bilingual retrieval, adding the concept and location information improved the average precision score modestly. For English to German, adding the concept and location tag improved precision from 0.1685 to 0.1788, a performance that is better than the same strategy in monolingual retrieval!  For German to English, adding the tags improved the average precision from 0.3586 (this TD run is even slightly better than the monolingual one) to 0.3715 in average precision.

University of Hagen at GeoCLEF 2005: Using Semantic Networks for Interpreting Geographical Queries 
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The IICS group at the University of Hagen employs multilayered extended semantic networks for the representation of background knowledge, queries, and documents for geographic information retrieval (GIR).

The paper describes our work for the participation in the GeoCLEF task of the CLEF 2005 evaluation campaign (Cross Language Evaluation Forum).

In our approach, geographical concepts from the query network are expanded with concepts which are semantically connected via topological, directional, and proximity relations. We started with an existing geographical knowledge base represented as a large semantic network and expanded it with concepts automatically extracted from the GEOnet Names Server (GNS) and with concept hypotheses created by adding a prefix with a regular semantic (e.g., South/Süd-, Central/Zentral-, etc.).

Several experiments for GIR have been performed: a baseline corresponding to a traditional information retrieval approach; a variant expanding thematic, temporal, and geographic descriptors from the semantic network representation of the query; and an adaptation of a question answering (QA) algorithm based on semantic networks. 

The second experiment is based on a representation of the natural language description of a topic as a semantic network, which is achieved by a deep linguistic analysis. The semantic network is transformed into an intermediate representation of a database query explicitly representing thematic, temporal, and local restrictions. This experiment showed the best performance with respect to mean average precision (MAP): 10.53 percent using the topic title and description or 10.22 percent using title, description, and additional location information.

The third experiment, adapting a QA algorithm, uses a modified version of the QA system InSicht.  The system works by matching deep semantic representations (semantic networks) of queries and their equivalent or similar variants to semantic networks for document sentences.  This approach was too much oriented towards precision, so that partitioning a query network was allowed when certain graph topologies exist.  For example, local specifications can be split off, so that they can be matched in other sentences of the document under investigation.  The geographical knowledge base developed for the other experiments improved the results of this approach, too.  To keep answer time low and main memory consumption acceptable, some parameters of the InSicht system had to be adjusted.

In conclusion, we provide a basic architecture for further experiments in geographic information retrieval based on semantic networks. Future research aims at improving the named entity recognition for toponyms, connecting semantic networks and databases, expanding our geographical knowledge base, and investigating the role of semantic relations in geographic queries.

Preliminary Experiments with Geo-Filtering Predicates for Geographic IR
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We carried out a set of simple experiments for the monolingual English retrieval at GEO-CLEF 2005 (25 queries), without participating in the result pooling of the evaluation.

We evaluated a technique for spatial retrieval based on four essential processing steps. A document retrieval engine retrieves a set of documents relevant to the queries and groups them in a ranked list. A named entity tagging phase then identifies all toponyms. Afterwards a toponym resolution module looks up all candidate referents for each toponym and tries to disambiguate the toponyms based on a simple "maximum population" heuristic. If successful, it also assigns the latitude/longitude of the centroid of the location to the resolved toponym. For each document-query pair a geo-filtering module then discards all locations outside a minimum bounding rectangle (MBR) that is the denotation of the spatial expression in the query. Finally, based on one of three geo-filtering predicates, it is decided whether or not the document under investigation is to be discarded or not.

We present a series of systematic experiments in the Vector Space paradigm, investigating plain bag-of-word versus a kind of phrasal retrieval, the potential of meronymic query expansion as a recall-enhancing device, and compare the following three alternative geo-spatial filtering predicates:

     * ANY-INSIDE (at least one location refered to in the document is inside the MBR for the query), 

     * MOST-INSIDE (more locations referred to are inside than are outside), and 

     * ALL-INSIDE (all locations referred to are within the query MBR).

Our prelimiary results show that always choosing toponym referents based on a simple "maximum population" heuristic to approximate the salience of a referent fails to outperform a TF*IDF baseline with the GEO-CLEF 2005 dataset when combined with three studied geo-filtering predicates. Conservative geo-filtering outperforms more aggressive predicates. The evidence further seems to suggest that query expansion with WordNet meronyms may not be effective in combination with the method described. The performance of our baseline, despite its simple nature, is above the median across participants, perhaps indicating the early stage of geographic information retrieval research. 

A cursory post-hoc analysis indicates that responsible factors for the low performance of the geographic IR technique experimented with herein include sparseness of available population data, gaps in the gazetteer that associates MBRs with geo-terms in the query, and the composition of the GEO-CLEF 2005 dataset itself.  In future work, the results obtained should be compared the with different, more sophisticated clipping criteria that take the actual amount of spatial overlap into account.  The impact of the particular gazetteer used for query expansion and toponym resolution ought to bestudied with respect to the dimensions size/density and scope.  Last but not least, more sophisticated toponym resolution strategies than the simple population heuristic used in this study should be assessed.
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The paper describes the participation of the Interactive Information Discovery and Delivery (i2d2) project of National ICT Australia (NICTA) in the GeoCLEF track of the Cross Language Evaluation Forum 2005.

We present some background information about NICTA i2D2 project to motivate our involvement; describing our systems and experimental interests. We review our submitted runs and the results of our submitted and subsequent experiments; and contribute a range of suggestions for future instantiations of a geospatial information retrieval track within a shared evaluation task framework.
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Figure 1. Mean average precision for required runs.








� CLEF 2005 is included in the activities of the DELOS Network of Excellence on Digital Libraries, funded by the Sixth Framework programme of the European Commission. For information on DELOS, see www.delos.info


� The CLEF comparable corpus currently contains news documents for the same time period (1994-95) in ten languages: Dutch, English, Finnish, French, German, Italian, Portuguese, Russian, Spanish, and Swedish, and for 2002 in Bulgarian and Hungarian.
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